Ultrafast Shock Initiation of Exothermic Chemistry in Hydrogen Peroxide
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ABSTRACT: We report observations of shock compressed, unreacted hydrogen peroxide at pressures up to the von Neumann pressure for a steady detonation wave, using ultrafast laser-driven shock wave methods. At higher laser drive energy we find evidence of exothermic chemical reactivity occurring in less than 100 ps after the arrival of the shock wave in the sample. The results are consistent with our MD simulations and analysis and suggest that reactivity in hydrogen peroxide is initiated on a sub-100 ps time scale under conditions found just subsequent to the lead shock in a steady detonation wave.

1. INTRODUCTION

Shock wave initiated chemistry is an essential condition for the detonation of chemical explosives, and has great potential for exploring nonequilibrium material synthesis. However, the physical and chemical processes that occur at a shock wavefront are still not fully understood. Shock waves can change the thermodynamic state of a material over picosecond time scales (i.e., faster than the time scale of quasi-equilibrium reaction kinetics for many reactive systems), but traditional experiments in detonation chemistry have not had the time resolution (typically greater than 1 ns) to observe chemistry over the duration of a shock wave rise.

Although nanosecond resolution experiments generate the same shocked thermodynamic states and compressive strain rates as picosecond scale experiments, such experiments cannot observe phenomena on the scale of the lead shock or, in the case of the steady detonation of hydrogen peroxide, the von Neumann spike. In particular, longer time scale experiments typically observe apparent strain rates no greater than 10^7 s^{-1}, where strain rates at the lead shock in a liquid might exceed 10^{10} s^{-1}, at least 3 orders of magnitude larger. Ultimately, in the absence of experiments at the time scale of shock compression, the specific assumptions of phenomenological models (and extrapolations therein) over these time scales remain a matter of speculation.

For instance, it remains a matter of debate whether high strain rate compression at a shock wavefront can lead to nonequilibrium, strain rate dependent chemistry, “mechano-chemistry”, as proposed by Gilman et al. Standard kinetic models of detonation do not take into account such nonequilibrium effects and assume that chemical reactions are spontaneously initiated solely due to local thermodynamic conditions, but they have not been experimentally verified on the time scale of the lead shock. In other systems, high strain rate behavior can vary substantially from what is observed in long time scale, low time resolution experiments.

Here, we experimentally and theoretically investigate shock wave compressed hydrogen peroxide at pressures up to the von Neumann pressure for a steady detonation. Hydrogen peroxide (H_2O_2) is a model reactive system under shock loading where mixtures with and without water are known to detonate. Gas gun studies have indicated microsecond time scales for its reactivity under shock compression, in sharp contrast to the picosecond time scales observed in simulations for similar hydrides (e.g., H_2O). In this work we experimentally study the behavior of H_2O_2 on picosecond time scales using ultrafast shock wave characterization techniques.

Our high time resolution (∼10 ps) experiments indicate that exothermic chemical reactions in hydrogen peroxide begin within 100 ps subsequent to shock compression, at a compressive strain rate (at the piston) of at least 10^{10} s^{-1}. We also present molecular dynamics simulations that predict reactivity in a steady detonation wave on a sub-100 ps time scale, corroborating the experimental results. Owing to the short time scale of the experiments (which have a total duration of ∼250 ps), we obtain information relevant principally to shock initiation of exothermic chemistry just subsequent to the lead shock. Though hydrogen peroxide is known to detonate, the time scale of our experiments is not sufficient to observe a steady detonation wave. Nevertheless, our experiment achieves
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a pressure and density consistent with the von Neumann pressure at the lead shock, providing a window into the process of initiation for a steady detonation.

2. EXPERIMENTAL DETAILS


The method we have used for generating shock compression and characterizing the shocked state of the material yields the thermodynamic state of the shocked sample via measurements of shock wave and piston speeds, analogous to longer time scale experiments, but here we obtain ~10 ps time resolution. A parametrized fit to the raw data gives the piston and shock wave speeds (see below) after which the pressure and density of the shocked state are calculated via the Rankine–Hugoniot jump conditions.

The experimental setup is shown in Figure 1. A shaped pump pulse with approximately 270 ps duration, 20 μm diameter, and 800 nm wavelength with a ~12 ps rise time is focused with a 2 cm focal length lens onto a 1 or 2 μm thick metal ablation layer coated on a ~100 μm thick glass substrate (i.e., a coverslip). This generates a rapidly expanding plasma that drives a shock wave into the metal layer and subsequently into the sample as shown in Figure 1b. Meanwhile, a collinear pair of time delayed and chirped probe pulses each of the same duration as the pump (but with much lower energy) reflect from the opposite side of the sample and are imaged onto the slit of a spectrometer with a 0.28 NA microscope objective, with 10× total magnification between the sample and the spectrometer. Via the Doppler effect, the motion of the shock front and the ablator/sample interface shifts the frequency of corresponding reflections to different frequencies; two such reflections are shown in Figure 1b,c. The average frequency of the reflected probe is increased (because all interfaces are moving in the direction opposite the incident probe), and frequency components reflected from the shock and piston (i.e., ablator/sample interface) beat against each other. Our diagnostic measures a finite time derivative of the phase, which is proportional to frequency shifts. For constant shock and piston velocities, the resulting signal comprises an offset from the baseline, which corresponds to the average frequency shift, plus an oscillation, which corresponds to beating between shock and piston reflections. From fits to the data, three parameters: the offset, and the period and amplitude of the oscillation, give the shock velocity, the piston velocity, and the index of refraction of the shocked material. See ref 16 for complete details.

Because the probe pulses are chirped there is a monotonic correlation between the wavelength and time delay within the pulse, and the phase shift is thus measured as a function of time in a single shot, which is convenient because each shot is locally destructive. A fast rise in the pump pulse temporal profile (required to obtain a fast shock rise time in the ablator) is formed by clipping the spectral profile of the chirped pulse in a pulse stretcher, consistent with ref 17. Although the profile over a one-dimensional spatial cut through the center of the shocked region is obtained (corresponding to position along the slit of the spectrometer), only the center of this profile (i.e., the center of the ablation spot) is analyzed for each shot.

For the two data clusters at ~2 km/s effective piston speed (see below), a 1 μm ablator is used with two different pump energies, where the peak intensity for the higher shock speed cluster is ~10^12 W/cm^2 (corresponding to a pump energy of about 100 μJ), and the pulse energy for the lower shock speed cluster was approximately 22%. Lower. Due to a high numerical aperture for the pump focus, the exact intensity is difficult to specify, but the energy difference between the two clusters is very well characterized, because it is determined by a more precise adjustment of the pump energy. For the set of shots...
with piston speeds around 1.2 km/s, a 2 μm ablator is used to obtain a lower piston speed. Variation of the average piston speed for a given data cluster is due to variation of the sample position along the optical axis between different shots, which slightly changes the focal spot size, and the intensity, between shots. Thus each data cluster samples a range of piston speeds.

b. Data Analysis. All data were analyzed using the method of ref 16. As described above, the raw data consisted of a sinusoidal oscillation offset from the baseline. Shock and piston speeds were determined via estimates of the period and amplitude of the oscillation, and the offset. All data in this work were fit to a sinusoid plus a linear function, where the slope and offset of the linear function and the phase, amplitude, and period of the sinusoid were fitting parameters. The offset used to estimate velocities was the average of the linear part of the fit function within the fitting window.

c. Sample Preparation. The sample was 90% hydrogen peroxide by weight mixed with water. High test H2O2 was purchased from FMC Industrial Chemicals. Average peroxide concentrations were determined by measuring the index of refraction (293 K on a temperature controlled stage) with an Atago RX-5000a refractometer (sapphire prisms). We utilized the peroxide concentration calibration established by Giguère and Geoffrion.23 The refractometer was calibrated using Cargille refractive index (matching) liquids at the sodium D-line wavelength of 589 nm. Average densities were determined from five mass measurements of nominally 100 μL aliquots each contained in passivated and tared borosilicate glass shell vials. Aliquots were drawn with a calibrated positive displacement micropipet (Gilson M100) and weighed on a Mettler analytical balance.

d. Ablators. Ablators consisted of alternating layers of 46 nm Al and 1.5 nm Ti to total thicknesses of 1 and 2 μm, coated on a #1 borosilicate glass coverslip window. Al/Ti multilayer films were substantially smoother than pure Al films of comparable thickness, typically 2 nm ±1 nm RMS roughness. The probe side window was a 1 mm thick glass window with an 800 nm antireflection coating on the air side and no coating on the sample side. A 125 μm thick Teflon gasket radially confined the peroxide fluid, at ambient conditions, between the two parallel facing windows. All surfaces exposed to hydrogen peroxide were passivated for 24–48 h in 90% hydrogen peroxide. Although some small bubbles formed from decomposition of the sample while the data were acquired (over some hours), these were not enough to significantly change the concentration of the sample.

e. Analysis of Uncertainties in Shock Wave Data. The data were analyzed at varying fit window positions and the speed results did not vary outside the scatter of the data (for a given cluster) as a function of the fitting window position. The distance over which the shock wave travels during the experiment was less than 1% of the radius of curvature of the wavefront, so the error in shock wave speed estimates due to nonplanarity of the wavefront was much smaller than other errors in the experiment, consistent with previous work described in refs 10 and 16. All estimates of wave speeds were taken at the center of the shock wave spatial profile, so errors due to off-normal-axis components of the wave velocity were also negligible.

The method measured the piston speed, which in general might not be the same as the particle speed just behind the shock front. To determine the error in assuming the particle speed to be equal to the measured average piston speed, we simulated the hydrodynamics of shock wave propagation in water assuming piston speed boundary conditions with worst-case forms found in the measured data, using ALE3D27 and then derived a simulated signal from the results of the hydrodynamics simulations. The simulated signal was analyzed using the same method we used to analyze actual data. From this analysis, the estimated shock wave speed (from the simulations, at the estimated piston speed) differed from the Hugoniot by an amount that was less than the scatter in the data (see below).

f. Sound Speed Measurements. To validate the unreacted Hugoniot for comparison with the measured ultrafast data, it was necessary to determine the pressure dependence of the adiabatic speed of sound of concentrated H2O2 (see below), collected along a 298 K isotherm. These were measured using the laser-based impulsive stimulated light scattering method, ISLS (e.g., ref 28), where a glass reference material with a well-characterized velocity was used to calibrate the sound speed measurement. Sound velocities were measured up to 2.48 GPa with samples compressed in a diamond anvil cell. The 89% concentrated peroxide fluid froze at a pressure between 1.74 and 2.07 GPa. The pressure was reduced from 2.48 to 1.23 GPa and the corresponding fluid-state velocity matched, within experimental error, our pre-established (initial compression cycle) 298 K isothermal results. Pressure was determined before and after each velocity measurement using the SrB calibration. Pressure and velocity measurement precisions were ±0.03 GPa and <1%, respectively. Collecting elevated temperature data (T > 700 K) was prohibited by rapid oxidation of the Ta gasket. Thermally robust alloy or pure metal gasket materials, e.g., Inconel, Re, Ir, rapidly decomposed H2O2.

For sound speed measurements at room temperature, samples were pressurized using a LLNL symmetric diamond-anvil cell (DAC) actuated by a pressurized metal membrane. Diamond-anvils (Type-I 400 μm culet) and sample-retaining gaskets (250 μm thick tantalum foil indented to 50 μm) were passivated using 90% H2O2 (~24–48 h) prior to sample loading. Tantalum and diamond were found to be inert (no oxygen bubbles formed during experiments). A ~10 μL liquid drop of H2O2, SrB4O7:Sm2+ (SrB), and annealed cubic boron nitride (cBN) and pressure sensors (fluorescence and Raman respectively) were sealed into a DAC sample chamber. Raman measurements were conducted to monitor the sample cavity for the presence of oxygen, a clear indicator of peroxide decomposition. For the Raman measurements, the sample was illuminated with 488 nm light at <6 mW power and a probe spot-size of approximately 10 μm. Collected μ-Raman spectra (30 s acquisitions) revealed no indication of the oxygen vibron. The pressure was determined before and after each velocity measurement using the most intense fluorescence peak line shift of SrB4O7:Sm2+ and the room temperature calibration established by Datchi et al.29,30

3. MOLECULAR DYNAMICS SIMULATIONS

Molecular dynamics (MD) simulations provide an independent route to equation of state data and also elucidate changes in phase or chemical speciation that occur during dynamic compression. Simulating the breaking and forming of chemical bonds behind a shock front frequently requires the use of a quantum theory.30 The density functional tight binding method (DFTB) holds promise as a semiempirical quantum approach for simulations of materials at high pressures and temperatures.
DFTB (with self-consistent atomic charges) is an approximate quantum simulation technique that allows for several orders of magnitude increase in computational efficiency while retaining most of the accuracy of standard quantum simulations, (e.g., Kohn–Sham density functional theory11). This allows DFTB simulations to achieve close to equilibrium time-scales for long-time scale reactivity (e.g., several hundred picoseconds or greater40), whereas DFT-MD calculations are generally limited to tens of picoseconds15 and can be far from equilibrium under similar conditions. DFTB has been shown to provide accurate descriptions of chemical reactivity for a number of systems under extreme conditions, including nitromethane5 and HMX32.

DFTB force and stress tensor calculations were performed using the DFTB+ code (see refs 33 and 34) and the mio-0-1 parameter set (available for download from http://www.dftb.org). All DFTB calculations were driven by the LAMMPS molecular software simulation code,35 and were calibrated against Kohn–Sham DFT calculations performed with the CP2K molecular simulation software suite.36 CP2K uses a mixed planewave/Gaussian basis set and the Born–Oppenheimer approximation to maintain the system in its electronic ground state. For our purposes, we used a planewave cutoff of 400 Ry and an optimized triple-ζ valence polarized basis set for hydrogen and oxygen. We employed Goedecker–Teter–Hutter pseudopotentials37 with the Becke–Lee–Yang–Parr exchange–correlation functional (see refs 38 and 39). Standard DFT methods strongly underestimated dispersion (van der Waals) interactions in many materials, resulting in an underestimation of the density under ambient conditions.40

Currently, there are a few proposed techniques for addressing this problem.40–42 However, these effects are exceedingly small under the hot, compressed conditions studied here. We obtained excellent agreement between DFTB and DFT for the H₂O₂ pressure–volume relation at 0 K up to 40 GPa (Figure 2). The starting configuration for our geometry optimizations was taken from an NVT simulation with DFT at 300 K and 1.45 g/cm³ (the experimental density). Optimization with DFT to zero pressure yielded a density of 1.47 g/cm³, whereas results from both DFT with dispersion corrections and our DFTB calculations yielded a density of 1.56 g/cm³.

To perform simulations of the unique thermodynamic conditions of a shock,5 we use the Multiscale Shock compression Simulation Technique (MSST).43 MSST is a simulation methodology based on MD and the Navier–Stokes equations for compressible flow. Instead of simulating a planar shock wave within a large computational cell with many atoms, the MSST computational cell follows a Lagrangian point through the shock wave. MSST has been shown to accurately reproduce the shock Hugoniot (thermodynamic end states) of a number of systems5,15,30 as well as the sequence of thermodynamic states throughout the reaction zone of shock compressed explosives, and the same shock wave profiles, physics, and chemistry found in direct, multimillion particle simulation of shock compression. The same computational and analysis procedures used in this study have been applied (and are fully described) in previous work.5,6,15,30,43,44

New MSST equations of motion used in this study allow for a self-consistent dynamic electron temperature, where the ionic and electronic temperatures are kept equal at all times.45 Quantum nuclear vibrational effects are known to enhance chemical reactivity of hydrogen containing liquids at similar conditions.46,47 However, here we consider classical ion dynamics, only.

We performed simulations at shock velocities between 3 and 10 km/s (corresponding to particle speeds ranging from ~0.5–5 km/s, which covered the experimental data at ~1.2 and 2 km/s particle speed), and all simulations were run between 50 and 150 ps. An initial, preshock configuration was prepared by simulating 64 H₂O₂ in an orthorhombic simulation twice as long in the direction of the shock at 300 K for 10 ps at the experimental density of 1.45 g/mL, followed by a cell optimization to approximately zero pressure and simulation at 300 K for an additional 10 ps. Simulations with 128 H₂O₂ molecules at select shock velocities yielded an identical equation of state and time-scale for chemical reactivity, indicating the lack of system size effects in our simulations.

4. RESULTS

Typical examples of the raw phase shift data are shown in Figure 3, along with fits to the data which give shock parameters.16 Fifty shots each are taken at three different pump energy/ablator thickness combinations. Each shot gives a data set similar to one of the three shown in Figure 3. Raw data from each shot are analyzed independently, giving an estimate of the piston speed and the shock wave speed for every shot. A compilation of the data in piston speed/shock speed space is shown in Figure 4. Each cluster of points corresponds to a different pump intensity/ablator thickness, where the “high” intensity used is ~10¹⁵ W/cm² (corresponding to ~100 μJ pulse energy). “Low” intensity corresponds to a pulse energy 22% smaller than high intensity.

The initial wave from the piston is likely longer than the steady shock rise in the sample at the same final particle speed. Given the sound speed distribution in the sample, we can conservatively estimate the time required for the wave to fully steepen to be some 10s of ps (and certainly less than 100 ps) after injection into the sample for all data. Further unsteadiness in the thereafter fully steepened wave results from variation of the piston speed, and error in shock and piston speed estimates due to this effect is evaluated below. All data are fit at

![Figure 2. Comparison of the 0 K pressure–volume curves for DFT vs DFTB up to 40 GPa.](image-url)
sufficiently late times in the trace to assume a fully steepened wave over the fit window.

Exothermic chemistry between the shock front and the piston will accelerate material upstream (downstream) from the reaction zone in the direction of (opposite) the initial piston velocity, ultimately reducing the piston speed and increasing the speed of the lead shock. Any combination of a reduction in the piston speed and an increase in the shock wave speed will give a \( u_s - u_p \) point in the half-plane above the unreacted Hugoniot in \( u_s - u_p \) space, consistent with our observations.

Compressive strain rates were estimated from measured particle speeds in the current experiment and ultrafast experiments in our group, which directly measured the strain rate of the piston as a function of particle speed. On the basis of these estimates, the strain rate at the piston was \( \approx 1.7 \times 10^{10} \) s\(^{-1}\) for the 1 \( \mu \)m ablator and \( \approx 10^{18} \) s\(^{-1}\) for the 2 \( \mu \)m ablator for the unreacted shots. Because the driving strain rate is monotonic with laser drive energy, the driving strain rate at the unreacted shots was larger than the strain rate for the reacted shots.

The two (red and green) clusters of lower intensity shots match very well the shock Hugoniot (thermodynamic end states) of 90% hydrogen peroxide in the absence of chemical reactions, henceforth designated as unreacted Hugoniot (shown in Figure 4 by a dotted line), calculated using an exp\(6\)-polar model for hydrogen peroxide, derived from measured sound speeds (Figure 4, inset) at high pressures (and further constrained by critical point and dipole moment data), as well as the “universal” liquid Hugoniot for unreacted 90% hydrogen peroxide (shown in the figure by a dashed line).

Figure 3. Examples of raw data sets, one from each cluster of data at the three different pump intensity/ablator thickness combinations, plotted along with fits: (a) high intensity, 1 \( \mu \)m ablator; (b) low intensity, 1 \( \mu \)m ablator; (c) low intensity, 2 \( \mu \)m ablator. Black, dashed lines show the baseline for vertically offset data sets. Each data set is from a single shot, where the fit gives a particle and shock speed. Each cluster of speed data (shown in Figure 4) comprises 50 such data sets. The data are shown in red, the fit is shown in blue, and the linear offset part of the fit is shown as a blue dashed line. Each fit is shown over the fitting window that was used, and the same fitting window was used for all data sets in a given cluster of data.

Figure 4. Piston and shock wave speeds for three different combinations of pump energy and ablator thickness. Also shown are a thermochemical calculation\(^5\) for the 50% reacted Hugoniot (solid red line), unreacted Hugoniot derived from measured sound speeds (black dotted line), and the “universal” liquid Hugoniot\(^\dagger\) for \( \text{H}_2\text{O}_2 \) (black dashed line). The solid black line is a thermochemical calculation of the fully reacted Hugoniot, and the black diamond specifies the steady-state detonation condition. Results for DFTB calculations are also shown. Sound speeds (black open circles) in unreacted \( \text{H}_2\text{O}_2 \) at room temperature and high pressures, measured using impulsively stimulated light scattering (ISLS)\(^2\) in a diamond anvil cell are shown in the inset. The sample is a solid at room temperature above approximately 2 GPa. The red line in the inset is a fit based on an exp\(6\)-polar model for liquid \( \text{H}_2\text{O}_2 \), similar to the one developed for water.\(^4\) This sound speed calibrated model predicts the Hugoniot shown as a black dotted line in the main figure.

In contrast, the higher intensity shots (blue points in Figure 4) exhibit larger shock wave speeds for a given piston speed, consistent with shock induced chemistry occurring over the duration of the experiment. In particular, exothermic chemistry results in an increase in volume in the shock compressed sample due to the expanding hot, gaseous products (i.e., \( \text{H}_2\text{O} \) and \( \text{O}_2 \)). This produces a higher shock wave speed than would be obtained if the material did not react. The higher intensity data agree very well with the partially (50%) reacted Hugoniot (in red) given by thermochemical calculations\(^1\) based on exp\(6\)-polar modeling of the fluid mixture. Also shown in Figure 4 are similar calculations for the fully reacted Hugoniot (black line) and the steady-state detonation speed (black diamond); the latter matches very well available experimental results.\(^5\) It is also worth noting that each of the higher intensity shots produces a bubble of gas in the shocked region, whereas nominally unreacted shots do not. It is very likely that they form as a result of the decomposition of hydrogen peroxide into water and gaseous molecular oxygen.

Via the analysis described in section 2e, deviations of estimated shock speeds due to variations in the offset are less than 2% for variations in the offset comparable to the higher piston speed clusters (\( u_s \sim 2 \text{ km/s} \)) and less than 4% for variations in the offset comparable to the lower piston speed cluster. These errors are similar in magnitude to the scatter of the shock speed data, which has a standard deviation from a linear fit of less than 1.7% and 3.6% for the higher and lower
particle speed data sets, respectively. The lower piston speed data have a larger error due to the relatively large deviation from a constant in the offset compared to the higher piston speed data (Figure 3a,b vs Figure 3c). An analysis of the index of refraction using the Clausius–Mossotti relation indicates that, controlling for density, the variation of the index of refraction with composition (i.e., reactants vs products) is less than 1%, giving an error in the speed estimates of less than 1%. Figure 5 shows the Hugoniot end states of Figure 4 in pressure–volume space, along with DFTB-MD simulation results for pure H2O2. Results from the DFTB simulations are in agreement with experimental data for both unreacted and reacted H2O2 dissociation, and the extent of the chemical reaction were determined by monitoring the creation and dissociation of specific molecules during the course of the simulations. Shorter and longer bond-lifetime criteria are also tested. The concentrations of species at high pressure and temperature have some dependence on bond and lifetime criteria, as expected, which has been shown for other hot dense materials (see refs 6 and 54). We found that the overall conclusions of this work are independent of the choice of bond and lifetime criteria.

The MD results show a transition from unreactive to reactive shocks as the shock velocity is increased (see Figure 5), with chemical reactions occurring on time scales of roughly 100 ps (Figure 6). The product species found for the reactive shocks are primarily H2O and O2, with negligible amounts of other molecules, including monatomic hydrogen and oxygen. We note that although in the experiments the nominally reacted shots do not appear to reach steady-state hydrodynamic conditions (consistent with a detonation wave), they are clearly consistent with chemical reactions occurring on time scales comparable to the simulation results. Future modeling of the entire experimental setup using hydrodynamics/reaction coupling at the continuum scale may enable the direct determination of chemical reaction rates from the experimental results.

We note that the measured particle speeds of one unreacted cluster of shots (at 2 km/s particle speed) are larger than the particle speed corresponding to the steady-state detonation (the black diamond in Figure 4 and refs 2 and 53) threshold. This likely indicates that shock induced reactions in unreacted molecules, including monatomic hydrogen and oxygen. We note that although in the experiments the nominally reacted shots do not appear to reach steady-state hydrodynamic conditions (consistent with a detonation wave), they are clearly consistent with chemical reactions occurring on time scales comparable to the simulation results. Future modeling of the entire experimental setup using hydrodynamics/reaction coupling at the continuum scale may enable the direct determination of chemical reaction rates from the experimental results.

We note that the measured particle speeds of one unreacted cluster of shots (at 2 km/s particle speed) are larger than the particle speed corresponding to the steady-state detonation (the black diamond in Figure 4 and refs 2 and 53) threshold. This likely indicates that shock induced reactions in unreacted data are kinetically limited on the time scale of the present experiment. Previous longer time scale experimental results on hydrogen peroxide have shown that just above the detonation threshold (∼13.3 GPa2) the formation of a detonation wave is detectable spectroscopically. As a result, atom pairs are considered to be bonded only if they resided within a distance of each other of r_c for a time of greater than 50 fs. Using these bonding criteria, specific molecular species are then defined by recursively creating a data tree of all atomic bonds branching from the original bonded pair. The chemical reactivity, concentrations, and lifetimes of different species are then determined by monitoring the creation and dissociation of specific molecules during the course of the simulations. Shorter and longer bond-lifetime criteria are also tested. The concentrations of species at high pressure and temperature have some dependence on bond and lifetime criteria, as expected, which has been shown for other hot dense materials (see refs 6 and 54). We found that the overall conclusions of this work are independent of the choice of bond and lifetime criteria.

The MD results show a transition from unreactive to reactive shocks as the shock velocity is increased (see Figure 5), with chemical reactions occurring on time scales of roughly 100 ps (Figure 6). The product species found for the reactive shocks are primarily H2O and O2, with negligible amounts of other molecules, including monatomic hydrogen and oxygen. We note that although in the experiments the nominally reacted shots do not appear to reach steady-state hydrodynamic conditions (consistent with a detonation wave), they are clearly consistent with chemical reactions occurring on time scales comparable to the simulation results. Future modeling of the entire experimental setup using hydrodynamics/reaction coupling at the continuum scale may enable the direct determination of chemical reaction rates from the experimental results.
also find that the high intensity data are consistent with a partially reacted Hugoniot (Figure 5), likely because the compression wave does not evolve to a steady-state detonation over the duration of the experimental window.

Longer time scale experiments at shock pressures just above the detonation threshold have indicated propagation of a shock front well into the sample without reaction, followed by the initiation of reactions at the piston, and the propagation of a “superdetonation” reaction front from the piston to the shock front.\textsuperscript{2,55} In the present work, observation of reactions within 100 ps of shock arrival in the sample indicates prompt reaction behind the shock front, with a time scale for complete reaction comparable to the ~100 ps time scales observed in our MD simulations (Figure 6). Further, we observe both reacted and unreacted states at similar pressures (Figure 5), indicating that reactivity is not a function of pressure only, in this regime (i.e., near ~2 km/s piston speed). This suggests that an alternate mechanism modulates the onset of chemical reactivity at these pressures (and corresponding piston speeds), and a strain rate dependent initiation mechanism is a plausible candidate. Such a mechanism is different from standard chemical kinetics, depending only on local thermodynamic variables, which is, for example, conventionally employed in phenomenological models of chemically reacting shock waves.\textsuperscript{2,55}

5. CONCLUSIONS

The observation of chemical reactions just above the shock initiation threshold requires incubation times on the order of microseconds,\textsuperscript{2,55} where homogeneous nucleation-like initiation of chemical reactions occurs in the compressed material behind the initial unreactive shock. The results summarized here indicate that ultrafast drives can be used to control compression induced exothermic chemical reactivity on much shorter time scales, consistent with those of MD simulations. We also suggest that strain rate dependent initiation is a plausible candidate to explain the modulation of reactivity we observe at similar pressures in shocked hydrogen peroxide. Shock-induced chemistry experiments with picosecond time resolution, as demonstrated here, afford the observation and control of reactivity over ultrafast time scales and may ultimately enable new nanoscale material synthesis methods.\textsuperscript{56}
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