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1 Background

1.1 Multiprogrammatic and Institutional Computing (M&IC)

Lawrence Livermore National Laboratory (LLNL) has identified high-performance computing as a critical competency necessary to meet the goals of LLNL’s scientific and engineering programs. Leadership in scientific computing demands the availability of a stable, powerful, well-balanced computational infrastructure, and it requires research directed at advanced architectures, enabling numerical methods and computer science.

M&IC was created to encourage all programs to benefit from the huge investment being made by the Advanced Simulation and Computing Program (ASCI) at LLNL and to provide a mechanism to facilitate multiprogrammatic leveraging of resources and access to high-performance equipment by researchers.

The Livermore Computing (LC) Center, a part of the Computations Directorate Integrated Computing and Communications (ICC) Department (www.llnl.gov/icc/) is composed of two facilities, one open (unclassified) and one secure. This acquisition is focused on the M&IC resources in the Open Computing Facility (OCF, www.llnl.gov/icc/lc/OCF_resources.html).

For the M&IC program, recent efforts and expenditures have focused on deploying state-of-the-art Linux clusters as production capability resources.  Capacity is a measure of the ability to process a varied workload from many scientists simultaneously. Capability represents the ability to deliver a very large system to run scientific calculations at large scale.  The M&IC capability resource is the MCR cluster (www.llnl.gov/linux/mcr/).  MCR is 11.2 teraFLOP/s, 1,152 dual Xeon node Linux cluster that is 3rd on the 21st TOP500 list (www.top500.org/list/2003/06/).  In addition to MCR, LC has fielded the ASCI Linux Cluster (ALC, www.llnl.gov/linux/alc/) as part of the ASCI Purple procurement.  ALC is a 9.2 teraFLOP/s, 960 dual Xeon node Linux cluster that is 6th on the 21st TOP500 list.  Since MCR went into Limited Availability on August 1, 2003, the machine has been running at 85-95% utilization.

In this procurement action, we intend to significantly increase the capability of the M&IC resources in order to provide multiple capability clusters to meet the staggering demand for 10-20 teraFLOP/s scale scientific simulations.  

1.2 Partnership with the Stockpile Stewardship Program (SSP)

The M&IC platforms form part of the unclassified computing environment at LLNL. This environment is called the Open Computing Facility (OCF). Some of the platforms in the OCF represent primarily Stockpile Stewardship Program investments (for instance, the unclassified ASCI systems). Others, such as the shared memory multiprocessors (SMP) clusters, represent fairly evenly divided investments between multiple programs (including the SSP) and the institution.

The support infrastructure (everything but the compute platforms) is covered both by M&IC and by the NNSA SSP, and the partners share the resources. For instance, the IBM HPSS storage environment represents an ~80/20 split, with the SSP making the heavier investment. On the other hand, the NFS home space environment was procured by M&IC. The visualization environment is more heavily funded by the SSP, but the System Area Network is supported by the M&IC. The LC balances these investments according to the utilization of the broad support infrastructure by the partners. The end result is a more powerful OCF than any program (or the Institution) could afford alone.

1.3 OCF Simulation Environment

A summary of the M&IC platforms can be found at www.llnl.gov/icc/resources.html.  A summary of the M&IC applications and development environment can be found there as well.  

The results of the procurement action will be integrated into the overall OCF simulation environment.  The OCF simulation environment with Thunder is depicted in Figure 1.3‑1.  The elements of this simulation environment are on the floor at LLNL today.  The simulation environment comprises five basic components: 1) 10 teraFLOP/s scale Linux clusters; 2) Federated Gb/s Ethernet networking infrastructure; 3) scalable visualization resources; 4) HPSS based archival resources and 5) Lustre multi-cluster file system components.  The Luster file system has three components: client, metadata servers (MDS) and object storage targets (OST).  The Lustre client code runs on the compute and rendering nodes of the clusters.  The Lustre MDS and OST components are comprised of commodity building blocks and RAID disk devices.
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Figure 1.3‑1: The OCF simulation environment includes multiple 10 teraFLOP/s scale Linux clusters, visualization and archival resources.  The unifying elements are a federated Gb/s Ethernet switching infrastructure and the Lustre file system.

1.4 Utilization of Existing Facilities

An existing facility, the “pop-out” of the main computer floor in B451, will be used for siting the Thunder system. This facility has approximately 6,000ft2 and 1.9 MW of power for the computing system and peripherals and associated cooling available for this purpose. Facilities modifications to provide the necessary power and cooling for Thunder are currently underway. It is therefore essential that the Offeror make available to the University detailed and accurate (not grossly conservative overestimates) site requirements for the Thunder system (including the visualization system) at proposal submission time. The University will be responsible for supplying the external elements of the power, cooling, and cable management systems.
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Figure 1.4‑1: Building 451 main computer floor “pop-out” is being modified to accept delivery of Thunder.  The floor will have at least 1.3MW of power and cooling for the machine.  In this figure north is up.

The Thunder system will be unclassified with access to the OCF networking faculties.  However, Thunder will be physically located inside a Limited Access Area in a Vault Type Room (VTR). The University will only provide access to the room to authorized personnel under Authorized Escort.  All on-site personnel will be required to submit applications for access and be approved by standard University procedures prior to entry into this facility.  All on-site personnel will require being DOE P-cleared or P-clearable. RFP responses should indicate if the on-site team has members that are other than US Citizens.  Physical access to this facility by foreign nationals from sensitive countries (www.llnl.gov/expcon/sensitive.html) will not be allowed.  Dialup capability and internet access to the system will be allowed. Authorized individuals may be allowed remote access for running diagnostics and problem resolution. Interaction of the on-site engineering staff with factory support personnel may be limited in some ways (e.g., dissemination of memory dumps from the system may be restricted). These limitations emphasize the importance of local access to source code, particularly for operating system daemons. 

On-site space will be provided for personnel and equipment storage.

A safety plan will be required for on-site personnel. They will be expected to practice safe work habits, especially in the areas of electrical, mechanical, and laser activities.

End of Section 1
2 Thunder Strategy and Architecture

This section describes the overall Thunder hardware and software strategy and architecture and the Linux development and support strategy and outlines a plan for Thunder build.

2.1 LC Hardware and Software Strategy and Thunder Architecture 

The University’s scalable systems strategy for Thunder is exactly the same as that implemented for MCR and ALC (www.llnl.gov/linux/mcr/background/).

Ideally the I/O subsystem will provide for a scalable, cluster-wide file system that provides fault-tolerant services to Thunder with no single point of failure. The I/O subsystem will have a disk capacity of at least the baseline requirement and will support RAID level 5. Due to the amount of storage required for Thunder, the architecture should provide an I/O subsystem with large MTBF characteristics. The system will have sufficient bandwidth to read and write in parallel large volumes of data, in two distinctly different usage patterns. Very large single files accessed by a large number of MPI tasks, one per CPU, in a non-overlapping fashion is one usage pattern. The second is one proportionally smaller file per MPI task, one per CPU, with all files in a single directory. This large-number-of-files situation requires a fast file-creation rate when a large number of MPI tasks open files from the same directory approximately contemporaneously. The I/O subsystem will also support a scalable parallel file system accessible from every node in the system. The ideal I/O subsystem will also be capable of providing services to requests beyond the Thunder cluster, indicated in Figure 2.1‑1 by the yellow switch bar that extends outside the cluster-wide box. As the parallel file system is a critical system resource, it will be highly reliable. For example, the Lustre Object File System is expected to provide the desired file-system characteristics and will leverage ASCI PathForward investments in Open Source software.
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Figure 2.1‑1: Thunder SAN architecture. Thunder system architecture includes clustered I/O model, local node disks, dedicated login nodes, dedicated visualization nodes and compute nodes and network attached RAID disk resources. Scalable user applications (either batch or interactive) will only run in the “parallel batch/interactive nodes” compute partition. The login nodes host interactive login sessions and code development activities, but not for running MPI jobs. The visualization nodes host parallel batch and interactive visualization jobs.
It is our intention to first integrate the Thunder system with a separate Lustre file system as shown in Figure 2.1‑1.  After the Thunder system is stable, the OST resources procured for Thunder will be added to the overall Lustre OST pool and Thunder will mount the OCF Lustre multi-cluster file system, as shown in Figure 1.3‑1.  

2.1.1 LC Linux Strategy for HPTC Scalable Clusters

LC is actively pursuing a development model based on Open Source software to rapidly deploy multiple “Generally Available” or Production computing resources in both the OCF and SCF. To this end, our strategy is to focus on high-performance, scalable cluster computing environments with as much Open Source software as possible. This strategy has been used successfully by LC over the past two years to deploy into Production a series of increasingly large and complex Linux clusters.  These include the PCR clusters (88 and 128 nodes) in late 2001, MCR (1152 nodes) in late 2002 and ALC (960 nodes) in early 2003. This procurement represents the next step in this direction with the development of a next generation capability resource based on an Open Source software model.

The successful migration of LC computing to the commodity hardware and Open Source software technology can only be completed with LC fully contributing to and fully engaging in the community development and support model. However, this is only one aspect of the overall strategy. Past large-system deployments at LC have all been accomplished via long-term relationships with computing system manufacturers in the form of partnerships. This is a key methodology that LC has utilized to build the University’s existing unclassified M&IC environment. 

The current Thunder effort builds on that vendor partnership model.  It represents a solicitation for partnering between LC and a vendor on the Open Source development efforts described below and/or other areas of interest to the partner. From market survey discussions in preparation for this RFP, it became clear that the cluster strategy espoused by LC and concretized by this procurement represents a “productizable” model that multiple potential vendor partners find highly attractive. Thus, these Open Source cluster efforts with a vendor partner should accomplish the following long-range goals:

· Enhance the state-of-the-art in high-end clusters.

· Provide competitive products for the vendor partner.

· Provide cost effective Production clusters to accomplish LLNL M&IC and NNSA SSP program goals.

There remain challenges in the HPTC Linux cluster environment. The most prominent challenge is the lack of an Open Source, scalable, high-performance parallel file system. The second most prominent challenge is the lack of effective cluster scheduling (including checkpoint restart and Gang scheduling) technology. We intend to address these issues with future Open Source development in this partnership.

2.1.2 Thunder Hardware Architecture

The above M&IC requirements for an extremely cost-effective large scale scientific computing platform lead LC to a large cluster architecture based on IA-64, Quadrics QsNet and the Lustre parallel filesystem using commodity based MDS and OST components. IA-64 based nodes were selected after running a series of M&IC applications benchmarks that indicate that Itanium2 processors deliver the best 64b performance and cost performance of any option available. As indicated in Section 1, M&IC applications are floating point arithmetic and memory bandwidth intensive. Given that the Itanium2 bus bandwidth at 6.4 GB/s (6.0 GB/s delivered) in Intel E8870 DDR SDRAM based motherboards is sufficient for most M&IC applications with up to four active processes, Quad Tiger4 (or equivalent) nodes have been selected by M&IC users for Thunder. Therefore, Offerors are encouraged to bid Quad Tiger4 or equivalent nodes. 
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Figure 2.1‑2: Quadrics QsNet Elan4 for Thunder is based on 24 128-port Elan4 switches configured as a two-stage, fat-tree federated switch. Each of the 16 Elan4 first-level switches is configured with 64 ports for nodes and 64 ports for the second-level switches (64U64D).  The 8 second-level switches are configured with 128 ports for connecting the first-level switches (0U128D).
M&IC applications are quite demanding on delivered interconnect latency and bandwidth. Thus, Quadrics QsNet Elan4 was selected because it delivers high bandwidth (>900 MB/s) and low latency (<3.0 µs) to MPI based applications at commodity interconnect pricing. We have chosen a QsNet configuration with 128-port (128-way) switch elements constructed as a two-stage, fat-tree, federated switch configuration with sixteen first-level and eight second-level switches: a total of twenty four 128-way switches (see Figure 2.1‑2). The first-level switches are configured with 64 ports for nodes and 64 ports for connecting to other QsNet switches (64U64D). The second-level switches are configured with 128 ports for first level switches (0U128D). This configuration provides full non-blocking bandwidth.

This switch configuration leads to a natural scalable unit size of 64 nodes. Thus, the University envisions building Thunder in 16 equal size scalable units of 64 nodes each. From Figure 2.1‑1 it is clear that a vast majority of the Thunder nodes are compute nodes. We define a single scalable unit, to be built first, called the First Scalable Unit (FSU).  The FSU contains the gateway nodes, login nodes, service nodes (not on QsNet switch), and Lustre MDS fail-over pair, plus enough compute nodes to reach the scalable unit size of 64 nodes. The remaining fifteen scalable units are identically configured with 64 compute nodes each. These fifteen scalable units are called Compute Node Scalable Units (CNSU).

The Lustre Lite file system, described in Section 2.2.5 below, has several ramifications on the Thunder hardware architecture. First, Lustre Lite has file system clients that provide global file system access on every compute node. This implies that the high-speed, low-latency communication mechanism for the file system is QsNet. Second, Lustre Lite requires a MDS fail-over pair. These MDS nodes must be configured to support Kimber Lite Linux High Availability fail-over schemes. This means a dedicated TTY and 100BaseT Ethernet for heartbeat and shared disk for metadata. The MDS needs about 2.5% of object storage target capacity (or about 5 TB of usable RAID5 disk) for the meta data accessible at 512 MB/s delivered of 512B block raw read/write (or 106(512B I/Os per second) performance from either node. Two Gb/s FibreChannel-2-attached RAID5 disks are ideal for this. Third, as Lustre Lite migrates to full Lustre, the Lustre file system will be extended beyond the Thunder cluster boundary. An extensible, interoperable, commodity SAN technology is required for extending Lustre into this heterogeneous environment. In this mode, Thunder will access the Lustre Lite OSTs via the federated GB/s Ethernet switch connected through the Thunder gateway nodes. Fourth, Lustre Lite requires OSTs to manage creating, locking, writing, reading, and deleting of objects (aggregations of disk blocks). The chosen SAN-based OST (NAS) for Thunder will be determined prior to award of this contract. 

2.2 LC Software Environment for Linux Clusters

To execute the LC Linux software strategy, LC provides a complete software environment for Linux clusters called CHAOS (Clustered High Availability Operating System) that meets the programmatic and operational requirements described in the sections above. In addition, LC is actively involved in the Open Source development of Linux clustering tools, the SLURM resource manager, the DPCS metabatch scheduler and resource accounting system, and the Lustre CWFS. These components and the rest of the CHAOS environment will be installed on the Thunder cluster after it is delivered to LLNL (see Section 6.3 for milestone details).

2.2.1 Clustered High Availability Operating System (CHAOS)

Livermore Computing produces and supports CHAOS (http://www.llnl.gov/linux/chaos), a cluster operating environment for HPC Linux clusters. At the core of CHAOS is a Red Hat Linux distribution (currently the RedHat 7.3 “boxed set” with plans to transition to RedHat Enterprise Linux in order to support IA64). Some components of that distribution are modified to meet the demands of high-performance computing and the LC center and a number of additional cluster-aware components are added. 

A CHAOS distribution contains a set of RPM (Red Hat Package Manager) files, RPM lists for each type of node (compute, management, Gateway, and login), and a methodology for installing and administering clusters. It is produced internally and therefore supports a short list of hardware and software. This focus on the LC environment permits the Laboratory to support CHAOS with a small staff and to be agile in planning its content and direction. 

In addition to the products of Open Source development described below and the base Red Hat Linux distribution, CHAOS includes the following software components:

· kernel—The CHAOS kernel is based on a Red Hat kernel with additions in the areas of VM/device support for Quadrics Elan3/4, VFS modifications for Lustre, ECC and FLASH memory device support for Intel motherboard chipsets, crash dump support, miscellaneous bug fixes, and optimized configurations for LC’s hardware. 

· Quadrics libelan, IP/Elan, MPI, etc.—The Quadrics software environment used to run parallel programs. 

· Crash—The MCL crash dump analysis suite is used to examine post mortem contents of a kernel crash dump. 

· lm_sensors—Hardware monitoring, linked to the SNMP host monitoring system, monitors motherboard chipset sensors such as temperature, fan speed, and power supply voltages. 

· fping—Fping is a rudimentary node status tool that can ping nodes in parallel. In combination with genders tools, fping can quickly find nodes in the cluster that are turned off or otherwise unreachable on management network. 

· OpenSSH—OpenSSH provides encrypted remote login/shell service that is PAM-aware. 

· PAM Tools—PAM modules for One Time Passwords (OTP), Kerberos V, and RMS (to authorize a user’s access to a compute node only when RMS is running that user’s job) are used to leverage LC’s DCE and OTP infrastructure for PAM-aware applications. 

· Firmware—Firmware images for motherboards, including FLASH/CMOS support software, is included in CHAOS. Firmware and support software for power control/serial console hardware is also included. 

· MPI Test Suite—The Pallas MPI Benchmark (PMB), Effective Bandwidth test (BEFF), and Quadrics MPI ping-pong test (mping) are packaged with CHAOS with a script to maintain a continuous MPI workload under RMS for testing purposes. 

· NTTCP—The NTTCP TCP bandwidth test is packaged along with genders-aware scripts that can simulate load on the management Ethernet for testing purposes. 

· super—Super extends administrative privileges to non-root users. 

· Intel Compilers—The Intel IA32 FORTRAN, C, and C++ compilers. 

· PGI Compilers—The Portland Group Fortran and C Compilers 

· TotalView—The TotalView parallel Debugger from Etnus. 

· Other Libraries/Tools—Other libraries and tools such as Atlas, COG, NDF, netCDF, Hyper, ScaLAPAC, OpenGL, Yorick, Silo, VTK, and Findentry are maintained on LC Linux systems.

2.2.1.1 CHAOS Status

CHAOS version 1.2 currently runs on the PCR, MCR and ALC systems. These clusters are all based on dual Pentium 4/Xeon nodes and Quadrics Elan3 interconnect. Version 1.2 is based on Red Hat 7.3 and the Red Hat 2.4.18 errata kernel series.

CHAOS will be extended to operate the Thunder cluster as needed depending on the Offeror’s proposal (e.g., firmware support, sensors, ECC, power and console management solutions).

2.2.2 LLNL Cluster Tools

The following Open Source cluster tools (http://www.llnl.gov/linux/ctp/) are under active development and have been deployed on all LC Linux clusters:

· pdsh—The Parallel Distributed SHell utility executes processes across groups of nodes in parallel. It is also capable of running small MPI jobs on the Elan interconnect. 

· YACI—Yet Another Cluster Installer is Livermore’s system installation tool based on various cluster installers such as VA system imager and LUI.YACI can fully install the 1,152-node MCR cluster in about 15 minutes. It is image-based and can use either an NFS pull or multicast mechanism to install many nodes in parallel.

· Genders—is a static system configuration database and rdist Distfile preprocessor. Each node has a list of “attributes” that in combination describe the configuration of the node. The genders system enables identical scripts to perform different functions depending on their context. An rdist Distfile preprocessor expands attribute macros into node lists allowing very concice Distfiles to represent many large clusters.

· ConMan—The ConMan console manager (http://www.llnl.gov/linux/conman) manages serial consoles connected either to hardwired serial ports or remote terminal servers (telnet based). Performs logging of console output, and manages interactive sessions, permitting console sharing, console stealing, console broadcast, and interfaces for transmitting a serial break or resetting a node via PowerMan. ConMan does not directly support IPMI, but will be modified to interface a daemon which converts IPMI serial-over-LAN to telnet protocol.

· PowerMan—The PowerMan power manager (http://www.llnl.gov/linux/powerman) manages system power controllers and is capable of sequenced power on/off for groups of nodes and initiating reset (both plug off/on and hardware reset if available). Powerman currently supports the Linux NetworX ICE box, WTI RPC’s, and the API Networks modified Wake-on-lan. It can be extended to support new hardware. PowerMan does not directly support IPMI, but will be modified to interface a daemon which converts IPMI serial-over-LAN to telnet protocol.

· Host Monitoring System— Thunder will monitored in-band (while Linux is running) by polling via NET-SNMP (http://net-snmp.sourceforge.net/).  Among the information polled is motherboard sensor information and information about failing hardware devices such as memory and disks.  In addition, PowerMan can extract out-of-band monitoring information such as case temperature from some remote power control devices that have this capability. LC’s SNMP based host monitoring system stores current state in a MySQL database and long-term state in an RRD (round robin database). Collection software polls cluster nodes in parallel using SNMP bulk queries and a sliding window algorithm to reduce polling latency. Status is presented via web using Apache and PHP. 

2.2.3 Simple Linux Utility for Resource Management

SLURM is an Open Source, fault-tolerant and highly scalable cluster management and job scheduling system for clusters containing thousands of nodes. SLURM is the production resource manager on all LC Linux clusters that use the Quadrics Elan3 interconnect. (http://www.llnl.gov/linux/slurm/).

The primary functions of SLURM are:

· Monitoring the state of nodes in the cluster.

· Logically organizing the nodes into partitions with flexible parameters.

· Accepting job requests. While SLURM can support a simple queuing algorithm, DPCS will manage the order of job initiations through its sophisticated algorithms described in Section 2.2.4 of this document.

· Allocating both node and interconnect resources to jobs.

· Monitoring the state of running jobs, including resource utilization rates.

SLURM utilizes a plug-in authentication mechanism that currently supports authd and the LLNL-developed munge protocol. The design also includes a scalable, general-purpose communications infrastructure. APIs support all functions for ease of integration with external schedulers. SLURM is written in the C language, with a GNU autoconf configuration engine. While initially written for Linux and Quadrics Elan3 interconnects, the design calls for ease of portability. A port of SLURM is under development for Myrinet (by a vendor partner) and LC has begun work on a port to Quadrics Elan4.

2.2.4 Distributed Production Control System (DPCS)

The DPCS is an Open Source product of the LC Center. See http://www.llnl.gov/computing/tutorials/dpcs/ or http://www.llnl.gov/icc/lc/dpcs/dpcs_overview.html.  The DPCS project began in 1991 when LC started to convert all of its production computer systems to UNIX platforms. DPCS was in production in October 1992 and has continued to develop since then. 

The primary purpose of DPCS is to allocate computer resources, according to resource delivery goals, for LC’s UNIX-based production computer systems. This is accomplished through a complex hierarchy of: 

· Computer-share bank accounts.

· Time-usage monitoring tools.

· Run-control mechanisms.

DPCS lets organizations control who uses their computing resources and how rapidly those resources are used. It also manages an underlying batch system that actually runs production jobs guided by DPCS policies. 

Resource Delivery Goals: Defined by LC management in coordination with program managers. Program managers oversee a group’s access to production computer system resources. These goals are “programmed” into DPCS, which then attempts to meet those goals. In other words, DPCS is used to assure that the right people, projects, and organizations get appropriate access to a center’s computer resources. The DPCS contains two major subsystems that work together to deliver resources as required. The Resource Allocation & Control System (RAC) provides mechanisms for allocating machine resources among diverse users and groups, while the Production Workload Scheduler (PWS) provides mechanisms for automatically scheduling batch (production) jobs on the machines. 

The RAC system is used to declare production hosts, to create and manage recharge accounts, resource allocation partitions, resource allocation pools, and user resource allocations within the resource allocation pools. Caveat Emptor: a recharge account should not be confused with a user login account. DPCS uses the term bank as a synonym for “resource allocation pool.”

The PWS is a set of daemons and utilities that work with the RAC system to schedule batch jobs on the DPCS production hosts. It employs policy as instructed through the mechanisms provided to DPCS managers and resource managers to prioritize and schedule production appropriately. 

2.2.5 Lustre Lite Cluster Wide File System

The University plans to utilize the Lustre Lite Cluster Wide File System on the Thunder cluster. To that end, LC and Cluster File Systems, Inc., have been actively engaged in developing a “lite” version of Lustre to run on MCR in summer 2002. See http://www.lustre.org/ for more information on Lustre. Currently, Lustre Lite is in production status with MCR.

Lustre Lite’s impact on the Thunder architecture is substantial. This solicitation includes two MDS nodes in fail over configuration. These nodes will be configured with  5.0 TB of University Furnished Government Property (UFGP) Lustre Lite meta data disk. In addition, the University will supply at least 64 OSTs with a combined I/O rate of 5 GB/s, 200 TB of RAID5 disk attached to the cluster via Gb Ethernet. The specified configuration includes 16 gateway nodes with four 1 Gb/s Ethernet adapters and one QsNet adapter to gateway Lustre file system data (both meta data and objects) between the OST, MDS, and Lustre Clients (compute and login nodes).  Each of these gateways will be capable of 400 MB/s (6.4 GB/s aggregate) throughput.  

2.2.6 The Livermore Computing Linux Cluster Support Model

LC Open Source developers (Cluster Tools, DPCS, SLURM, Lustre Lite) work closely with system administrators and users to resolve problems on production systems. For any given software package, there is a designated package owner who handles any support issues that arise in production. Depending on the nature of the package, owners may be the primary developer and fix bugs themselves, or they may be the liaison to an external support resource. 

External support relationships are primarily developer-to-developer. In the case of Red Hat, we have a full-time Red Hat engineer on site who works directly with Livermore systems and support people and acts as the liaison to Red Hat for everything in the Red Hat Linux distribution. In the case of Quadrics, an ongoing Cooperative Research and Development Agreement (CRADA) and a support subcontract are leveraged to get bugs fixed in production. 

2.2.7 Integration Testing

Each CHAOS release is subject to integration testing that includes regression tests for past problems, basic functionality tests, and real users’ applications. Each of the software components is developed asynchronously, but come together in system (CHAOS) releases and separate package (DPCS, Lustre Lite, SLURM, Cluster Tools) releases. Due to this separation, system and package testing and installation on production clusters can be scheduled and executed independently.  The LC Linux testbed has a number of small (average 16 nodes) clusters that are available for unit testing of individual software components, integration testing of a complete CHAOS release, and debugging of defects that arise in production. These development clusters, along with the project CVS repository, can accommodate external collaborators working with LC on the Open Source projects described above.

2.3 Thunder Build Strategy

The Thunder build strategy is based on the scalable unit concept defined in Section 3.2.7. The Offeror will build the FSU (see Section 3.2.7.2) and install a software image mutually agreed among the Offeror, Quadrics, and Cluster File Systems, Inc., and approved by the University technical representative. The FSU, which contains all the login, management, gateway, Lustre Meta Data servers and disk, and a complement of compute nodes, will undergo initial functionality and performance testing and then be used as the vehicle to scale up Lustre Lite as Thunder is built.

After the FSU is complete, the Offeror will assemble the remainder of the cluster consisting of fifteen CNSU (see Section 3.2.7.3) by adding one or more CNSU to the Quadrics Federated QsNet switch and allowing time for Lustre Lite scaling testing.

For the cases where the Offeror is being asked to integrate UFGP, said equipment will be provided to the Offeror prior to commencing the FSU build. Specifically, the Quadrics QsNet will be provided for the Thunder build by October 15, 2003. Lustre MDS disk and OST’s will be provided if necessary after the Linpack HPC benchmark is complete on October 27, 2003.

Once Thunder is built to 1,024 nodes, Linpack HPC benchmark tuning will commence. Once the Thunder Linpack benchmark is successfully completed, then the system will be used by the University and the Offeror for demonstration runs at scale until B451 facilities modifications are completed and Thunder can be shipped. Prior to shipment a pre-ship test will be accomplished.  This level of testing consists of running a specific set of parallel applications across the machine. Once the exit criteria defined in Section 6.3.6 are met, the machine is disassembled and shipped to the LLNL site and reassembled. At LLNL, the post-ship test is re-run to verify that the hardware survived disassembly, shipment, and reassembly.

Once the hardware has been reassembled and passed the post-ship test and turned over to University personnel, the University will install the CHAOS environment with the aid of the Offeror personnel. Acceptance testing will take place in the CHAOS environment as described in Section 6.3.9. 

The CHAOS environment may require modification to run on the target hardware. This development work will take place in parallel with the initial FSU build using “early ship” nodes and serial/power management hardware delivered to Livermore as described in Section 6.3.2.

End of Section 2
3 Thunder Technical Requirements

The end product of the Thunder procurement is a highly integrated, well-balanced capability compute resource with at least 960

 SET  MAX_NODES  \* MERGEFORMAT 

 SET MAX_NODES "920" \* MERGEFORMAT 920

 SET MAX_NODES 920 \* MERGEFORMAT 9201,026 nodes as depicted in the diagram below.  SET  \* MERGEFORMAT This cluster shall be capable of supporting a complex workload consisting of medium (910

 SET COMP_NODES 870 \* MERGEFORMAT 8701,024–2,04848

 SET COMP_NODES = MAX_NODES - IO_NODES \* MERGEFORMAT =) and large (2,048–4,004) MPI task count parallel jobs for University unclassified M&IC simulations. Thunder will run production scientific simulations of a wide number of physical phenomena of importance to all programs at LLNL. The fully functional Thunder cluster must be useful in the sense of being able to deliver a large fraction of peak performance to a diverse scientific and engineering workload. In particular the Thunder cluster must be capable of running a single user application with one MPI task per CPU over all 1,002 compute nodes in the system. The Thunder cluster must also be useful in the sense that the code development and production environments are robust and facilitate the dynamic workload requirements.

To satisfy these demanding requirements, we anticipate needing a single large tightly coupled Linux cluster with Lustre and high-speed external networking. Our requirement is to have this cluster built from commodity Tiger4 (or equivalent) nodes containing four Intel Itanium2 Madison microprocessors. The University will furnish QsNet Elan4 switches, cables, and adapters for the Thunder clusters. Additionally, the University will furnish the OST and GbEnet Federated Switch required to support Lustre. 
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The specific hardware and software Mandatory Requirements the Thunder cluster shall meet are delineated with (MR) designation. Hardware and software technical Target Requirements that are desirable, but not mandatory, are delineated and prioritized with (TR-k, k=1,2 or 3) designation with 1 being the most desirable.

In addition to the mandatory hardware and software requirements, the Offeror will propose any Target Requirements for the Thunder cluster, and any additional features consistent with the objectives of this project and the Offeror’s project plan, which the Offeror believes will be of benefit to the partnership. Target Requirements and additional features proposed by the successful Offeror will be included in the resulting subcontract after negotiations prior to award.

3.1 High-Level Hardware Summary (TR-1)

Offeror’s response to this section will contain a detailed description of the proposed Thunder cluster. The features and functionality of all major components of the system shall be discussed in detail. The Offeror will provide an architectural diagram of the Thunder cluster, labeling all component elements and providing bandwidth and latency characteristics (speeds and feeds) of and between elements. The Offeror will provide an architectural diagram for each Thunder node type bid, labeling all component elements and providing bandwidth and latency characteristics (speeds and feeds) of and between elements. The node architectural diagrams will specifically show and label the chip set used and denote independent PCI buses and slots and label these with bus widths and speeds.

Thunder Cluster Requirements Summary Matrix
The following matrix identifies the highest priority technical requirements (TR-1) and will be completed in its entirety. Entries shall be labeled N/A if the requirement is not offered. In addition, the system requirements summary matrix will be completed for any alternate proposed systems submitted.
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	34. 
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	35. 
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	36. 
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	37. 
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	38. 
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	39. 
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3.2 Thunder Hardware Requirements

3.2.1 Thunder Scalable SMP Cluster (MR)

The Offeror shall provide a cluster of at least 1,024 Tiger4 (or equivalent) Quad Itanium2 Madison processor nodes and two Intel Tiger2 (or equivalent) Dual Itanium2 service nodes. There will be five node types: at least 1,002924 Tiger4 (or equivalent) compute nodes; 1632

 SET  IO_NODES  \* MERGEFORMAT  Tiger4 (or equivalent) gateway nodes; 4 Tiger4 (or equivalent) login nodes; 2 Tiger4 (or equivalent) Lustre MDS; and 2 Tiger2 (or equivalent) service nodes. All nodes with the exception of the service nodes shall be attached to the University Furnished Government Property (UFGP) QsNet Elan4 network. All nodes shall be attached to the management Ethernet network. Additionally, the gateway nodes shall attach to the UFGP Lustre OST devices via GFE Gb/s Ethernet.

3.2.2 Thunder Node Requirements

The following requirements apply to all node types except where superceded in subsequent sections. 

3.2.2.1 Processor and Memory Interface (TR-1)

The Thunder nodes will be configured with four Itanium2 Madison 1.4 GHz or faster processors with at least 3 MiB of L3 cache..

3.2.2.2 Later Generation Processor (TR-2)

If available, faster processors with larger L3 cache will be supplied.

3.2.2.3 Chip Set and Memory Interface (TR-1)

The Thunder nodes will be configured with Intel E8870 chip set (or equivalent) compatible with DDR200/266 SDRAM delivering a peak of 6.4 GB/s memory bandwidth from 16 DIMM memory slots.  The node will be configured with the Intel 82870P3 PCI/PCI-X 64b Hub 2 (P64H2) PCI/PCI-X Hub and will implement at least three PCI-X 64b/133MHz buses with at least three PCI-X 64b/133MHz slots. It is highly preferred that the chip set for all nodes in the cluster be the same.

3.2.2.4 Node Delivered Memory Performance (TR-1)

The Thunder nodes will be configured to deliver at least 4.5 GB/s aggregate memory bandwidth when running one copy of the streams benchmark per CPU. Offeror will report with proposal the delivered streams performance running one copy of the streams benchmark per CPU, for each bid Thunder node type. See http://www.llnl.gov/asci/purple/benchmarks/ for the streams benchmark.

3.2.2.5 Node Delivered PCI Performance (TR-1)

The Thunder Intel Tiger4 (or equivalent) compute nodes and Intel E8870 chip set (or equivalent) will be configured with Intel 82870P2 (P64H2) with stepping B1 or above (or equivalent, known to work with QsNet) PCI/PCI-X 64b Hub 2 to deliver at least 900 MB/s PCI-X 64b/133 MHz bandwidth when running the MPI bandwidth benchmark across the Quadrics QsNet Elan4 PCI-X adapter. Offeror will report with proposal the compute node delivered streams and simultaneous MPI bandwidth benchmark over Elan4 PCI-X 64b/133 MHz adapter performance. For maximum QsNet performance, the Intel E8870 or chipset is preferred, but not mandatory. 
We recommend the “com” benchmark from the ASCI Purple Presta MPI Stress Test suite. Presta can be obtained from: http://www.llnl.gov/asci/purple/benchmarks/limited/presta/ 

3.2.2.6 Node Memory Size (TR-1)

The Thunder nodes will be configured with at least 16.0 GiB of memory (4.0 GiB of memory per processor). 

3.2.2.7 Linux Access to Memory Error Detection (TR-1)

Offeror will provide a hardware mechanism to sample counts of correctable memory errors from Linux and panic the kernel immediately when an uncorrectable error occurs or when the hardware count of correctable memory errors exceeds a pre-set count.  In both conditions, the failed or failing FRU will be called out (i.e. the exact DIMM location on the motherboard will be indicated in the kernel panic message).  

3.2.2.8 Local Disk (TR-1)

The Thunder cluster nodes will have a single hard disk drive (HDD). The local disk interface will be UltraSCSI320 or equivalent or faster. Front panel access to the local disk is desirable.  The local disk will have a capacity of 72 GB or more and rotate at 10,000 RPM or faster and will be hot swappable.

3.2.2.9 Node Form Factor (TR-1)

The Offeror will provide nodes packaged in standard 19" rack mountable enclosures with at most 4U form factor per node. It is highly desirable that the compute nodes be at most 2U form factor.

3.2.2.10 Integrated Management Ethernet (TR-1)

The Thunder cluster nodes will have at least one integrated 100 BaseT or better (e.g., 1000 Base-SX) management Ethernet.

3.2.2.11 QsNet Elan4 Network Integration (TR-1)

The Offeror will install in the Thunder Tiger4 (or equivalent) cluster nodes one UFGP QsNet Elan4 QM500 Network adapter. This card is a PCI-X 64-bit/133MHz, PCI-X 1.0 operation card. See URL: http://www.quadrics.com/  

3.2.3 Remote Manageability (TR-1)

All nodes shall be 100% remotely manageable, and all routine administration tasks automatable in a manner that scales for the many nodes in a cluster. In particular, all service operations on the node must be accomplished without the attachment of keyboard, video monitor and mouse (KVM). The University intends to utilize the CHAOS remote manageability tools (http://www.llnl.gov/linux/chaos/). The Offeror’s shall propose hardware that is reasonably compatible with the University’s software environment, and to provide any software components needed to integrate the proposed hardware.  Areas of particular concern are remote console, remote power control, system monitoring, and system BIOS.  Please read (really, read and then reread) the ConMan and PowerMan descriptions in section 2.2.2.

3.2.4 Gateway Node Requirements (TR-1)

The following Requirements are specific to the 16 gateway nodes and supersede the general node requirements above.

3.2.4.1 Gateway Node Delivered PCI Performance (TR-1)

The Thunder Intel Tiger4 (or equivalent) gateway nodes and Intel E8870 chip set (or equivalent) will be configured with Intel 82870P2 (P64H2) with stepping B1 or above (or equivalent, known to work with QsNet) PCI/PCI-X 64b Hub 2 to deliver at least 900 MB/s PCI-X 64b/133 MHz bandwidth when running the MPI bandwidth benchmark across the Quadrics QsNet Elan4 PCI-X 64b/133 MHz adapter and simultaneously drive two Intel PRO/1000 MT Dual Port Server Adapter (order code PWLA8493MT) adapters at 400 MB/s with standard frames utilizing the TTCP benchmark. Note that this implies at least two independent PCI-X 64b/133 MHz buses and four copper 1 Gb/s Ethernet links for the gateway function. Offeror will report with proposal the Gateway node delivered MPI bandwidth benchmark over Elan4 PCI 64b/133 MHz adapter performance and simultaneous aggregate delivered TTCP benchmark performance as a function of buffer size over two Intel PRO/1000 MT Dual Port Server Adapter adapters utilizing standard frames.

We recommend the “com” benchmark from the ASCI Purple Presta MPI Stress Test suite. Presta can be obtained from: http://www.llnl.gov/asci/purple/benchmarks/limited/presta/ 

3.2.4.2 Gateway Node Configuration (TR-1)

Offeror will integrate one UFGP Quadrics Elan4 QM500 host bus adapter. The Offeror will provide and integrate two Intel PRO/1000 MT Dual Port Server Adapter (order code PWLA8493MT) adapters cards. The four 1 Gb/s copper interfaces will be configured for Jumbo frame usage.

3.2.5 Meta Data Server Fail-Over Pair Node Requirements

The following Requirements are specific to the two Lustre MDS nodes and supercede the general node requirements, above.  The MDS nodes and hardware for fail-over heartbeat function will be delivered by the Offeror.  The MDS meta data disk, RAID controllers chassis, adapters and cables will be University Furnished Government Property (UFGP). 

3.2.5.1 MDS Fail-Over Configuration (TR-1)

The two MDS nodes will be configured by the University to operate as a High Availability fail-over pair. The two MDS nodes will have a dedicated serial port link for heart beat between them. The two MDS nodes will have a dedicated (private) Ethernet link between them, in addition to the management Ethernet. The proposed disk subsystem for the MDS nodes shall be accessible from either node.

3.2.5.2 MDS Shared Meta Data Disk Space (TR-1)

In addition to the local disk on each MDS node, the MDS nodes will share 5.0 TB of UFGP RAID5 disk for Lustre Meta Data. Each MDS node will have access to the full 5.0 TB of Lustre Meta Data. The shared meta data disk space will have high availability characteristics such as no single point of failure and hot spare disks.  The UFGP RAID5 disk, chassis, RAID controllers will require less than 20U rack space.

3.2.5.3 MDS Node Delivered PCI-X Performance (TR-1)

The Thunder Intel Tiger4 (or equivalent) MDS nodes and Intel E8870 chip set (or equivalent) will be configured with Intel 82870P2 (P64H2) with stepping B1 or above (or equivalent, known to work with QsNet) PCI/PCI-X 64b Hub 2 to deliver at least 600 MB/s PCI 64b/133 MHz bandwidth when running the MPI bandwidth benchmark across the Quadrics QsNet Elan4 PCI 64b/133 MHz adapter and simultaneously drive raw disk. The raw disk I/O devices will be attached to PCI-X and deliver 512 MB/s with 512B block raw read/write (or 106x512B I/O’s per second) performance from either node. Note that this implies at least two independent PCI-X buses. 

3.2.5.4 MDS Node Configuration (TR-1)

Offeror will integrate one UFGP Quadrics Elan4 QM500 host bus adapter and integrate UFGP FC2 adapters for meta data disk access. 
3.2.6 Login Node Requirements

The following Requirements are specific to the Login nodes and supercede the general node requirements, above.

3.2.6.1 Login Node Delivered PCI Performance (TR-1)

The Thunder Intel Tiger4 (or equivalent) login nodes and Intel E8870 chip set (or equivalent) will be configured with Intel 82870P2 (P64H2) with stepping B1 or above (or equivalent, known to work with QsNet) PCI/PCI-X 64b Hub 2 to deliver at least 600 MB/s PCI 64b/133 MHz bandwidth when running the MPI bandwidth benchmark across the Quadrics QsNet Elan4 PCI 64b/133 MHz adapter and simultaneously drive three Intel PRO/1000 MT Dual Port Server Adapter (order code PWLA8493MT) adapters with Jumbo Frames at an aggregate of 360 MB/s with a single four way parallel FTP or four copies of serial FTP. Note that this implies at least two independent PCI 64b/133 MHz buses. 

We recommend the “com” benchmark from the ASCI Purple Presta MPI Stress Test suite. Presta can be obtained from: http://www.llnl.gov/asci/purple/benchmarks/limited/presta/ 

3.2.6.2 Login Node Configuration (TR-1)

Offeror will integrate one UFGP Quadrics Elan4 QM500 host bus adapter. The Offeror will provide and integrate three Intel PRO/1000 MT Dual Port Server Adapter (order code PWLA8493MT) adapters cards. Four of the six 1 Gb/s copper interfaces will be configured for Jumbo frame and two of the six will be configured for normal frame usage.

3.2.7 Thunder Scalable Unit (TR-1)

The following sections define the Thunder scalable units (SU). These scalable units will minimize footprint, unused space, and include a group of 64 nodes and at least a QsNet level one switch. This construct will also facilitate building and testing Thunder prior to shipment to LLNL. The following example is given for ease of discussion.

The second level switches will be housed in separate racks physically located in the center of the other scalable units. Two scalable units are defined: FSU and CNSU. The FSU will be constructed first and connected to the lowest QsNet ports in the federated switch. After the FSU there are fifteen identical CNSU. It is assumed that that at least 10(4U compute nodes can fit into a standard 19" 42U rack.  It is also assumed that 4x4U compute nodes and 17U Quadrics Elan4 Switch can fit into a standard 19” 42U rack.. It is assumed that 10(4U I/O or Login nodes can be placed into a standard 19" 42U rack. If alternate scalable units are proposed, the response to the requirements below should reflect the proposed modifications, but should follow the same outline.

3.2.7.1 Node Racks (TR-1)

The Offeror will place the Tiger4 or equivalent compute nodes in standard 19" racks with ample room for cable management of QsNet Elan4 cables, CAT5 Ethernet cables and console serial cables and power cables. There shall not be any console display, keyboard or mouse (KVM) equipment in the rack.

3.2.7.2 First Scalable Unit (TR-1)

Offeror will deliver at least one (1) FSU. The FSU will be configured as in Figure 3.2‑1. The FSU will be the first scalable unit built and configured in the lowest ports on the federated QsNet switch. The FSU will contain 64 nodes on the first level QsNet switch in six 19"(42U racks and 66 nodes on the management Ethernet. These nodes will be 2x4U Tiger 4 or equivalent Login nodes, 2(4U Tiger 4 or equivalent Lustre Meta Data (fail-over pair) nodes, 16(4U Tiger4 or equivalent gateway nodes and 42(4U Tiger 4 or equivalent compute nodes. This FSU will also contain one (1) 17U UFGP QsNet Elan4 switch and 2x2U Tiger2 or equivalent service nodes (not connected to the QsNet switch). The first six racks (denoted as FS0 through FS5 in the figure) will be configured with two (2) 1U Pulizzi Engineering, Inc. T982G1-N-SL-015 two phase 30 AMP with 12 node plugs and one L14-30P out of the rack plug PDUs (denoted in the figure as PDU-A).  The seventh rack (denoted as FS6 in the figure) will be configured with one (1) Pulizzi Engineering, Inc. TPC4100-C  three phase 30 AMP with 12 node plugs and one L21-30P out of the rack plug PDU (denoted as PDU-B in the figure); two (2) 1U Cisco Catalyst 2950G-48 EL 10/10048 port Ethernet switches (denoted in the figure as 2x1U Cisco 2950G-48 Ethernet); two (2) 1U Cyclades ACS-32 SPC (denoted as 2x1U Cyclades ACS-32 in the figure).


[image: image6.emf]FS0

Thunder FSU with 64x4U Tiger4

Quad Itanium2 nodes and ELAN4

FS1 FS2 FS3 FS4 FS5 FS6

4U GW13

PDU-A

4U GW12

4U GW11

4U GW10

4U GW09

4U GW08

4U GW07

4U GW06

4U GW05

4U GW04

4U Tiger4

PDU-A

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U GW15

4U GW14

4U Tiger4

PDU-A

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

PDU-A

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

PDU-A

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

PDU-A

4U MDS1

4U MDS0

4U Login3

4U Login2

4U Login1

4U Login0

4U GW00

4U GW01

4U GW02

4U GW03

17U QsNet

ELAN4

64D64U

Switch

4U Tiger4

4U Tiger4

4U Tiger4

4U Tiger4

PDU-B

2U Tiger2 SN1

2U Tiger2 SN0

2x1U Cisco 2950G-48

Ethernet

2x1U Cyclades ACS-32


Figure 3.2‑1. First Scalable Unit contains one 17U QsNet Elan4 switch, 2(4U meta data servers, 4(4U login nodes, 16(2U gateways, 42(4U compute nodes, 15x1U Pulizzi PDUs, 2(1U Cisco management Ethernet switches and 2x1U Cyclades ACS-32 SPCs in 7x42U racks.

3.2.7.3 Compute Node Scalable Unit (TR-1)

Offeror will supply at least fifteen (15) CNSU. The CNSU will be configured as in Figure 3.2‑2: six (6) 42U racks with 10(4U Tiger4 or equivalent compute nodes (denoted in the figure as 4U Tiger4) and two (2) 1U Pulizzi Engineering, Inc. T982G1-N-SL-015 two phase 30 AMP with 12 node plugs and one L14-30P out of the rack plug PDUs (denoted in the figure as PDU-A) ; one (1) 42U rack with 4(4U Tiger4 or equivalent compute nodes; two (2) 1U Pulizzi Engineering, Inc. T982G1-N-SL-015 two phase 30 AMP with 12 node plugs and one L14-30P out of the rack plug PDUs (denoted in the figure as PDU-A); two (2) 1U Cisco Catalyst 2950G-48 EL 10/10048 port Ethernet switches (denoted in the figure as 2x1U Cisco 2950G-48 Ethernet); two (2) 1U Cyclades ACS-32 SPC (denoted as 2x1U Cyclades ACS-32 in the figure) and one (1) UFGP 17U Quadrics QsNet Elan4 switch. All nodes in each CNSU will connect to the management Ethernet and the Quadrics Elan4 switch in that CNSU.
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Figure 3.2‑2. Compute Node Scalable Unit contains one 17U QsNet Elan4 switch, 64(4U form factor compute nodes, 14x1U Pulizzi PDUs, 2(1U Cisco management Ethernet switches, 2x1U Cyclades ACS-32 SPCs in 7x42U racks.

3.2.7.4 Thunder Management Ethernet Switch (TR-1)

The Offeror will deliver two 1U Cisco Catalyst 2950G-48 EL 10/10048 port Ethernet switches per SU for the Thunder management Ethernet. Two GBIC per 2950G-48 (four per SU) for copper 1Gb/s uplink will be delivered.  The management Ethernet cables will be bundled within the rack in such a way as to not kink the cables, nor place strain on the Ethernet connectors. All Management Ethernet connectors will have a snug fit when inserted in the Management Ethernet port on the nodes. The management Ethernet cables will meet or exceed Cat 5E specifications for cable and connectors. Cable quality references can be found at: (http://www.integrityscs.com/index.htm) and 

(http://www.panduitncg.com:80/whatsnew/integrity_white_paper.asp). 

A suggested source of this quality cable is Panduit corporations Powersum+ tangle free patch cords, Part# UTPCI10BL for a 10' cable. The URL for this product is: (http://www.panduitncg.com/solutions/copper_category_5e_5_3.asp).

Management Ethernet reliability is specified in Section 4.1.

3.2.7.5 Thunder Rack SPC and PDU (TR-1)

The Offeror shall provide sufficient Serial Port Concentrators (SPC) and Power Distribution Units (PDU) for each node rack. The specifications for these SPCs and PDUs are defined below.

3.2.7.5.1 Serial Port Concentrators (TR-1)

Each Thunder SU will be equipped with SPC for node console serial port. The Offeror will deliver 2x1U Cyclades Alterpath ACS-32 (Part Number ATP-0100) per SU for SPC.  The serial console port of every node in each Thunder CNSU will interface to SPCs in that SU. The SPCs will interface to the Thunder management Ethernet. All serial console traffic from every node attached to an SPC will be bridged to the management Ethernet via telnet protocol (RFC 854). This requirement can be met by either running an RS232 cable between the SPC and each node or by supplying software in the SPC to implement IPMI serial-over-LAN.  If the RS232 approach is taken, then the SPC will operate node serial ports at 38.4K baud or greater without control flow.

3.2.7.5.2 Serial Concentrator Telnet Interface (TR-1)

Serial ports on all nodes will be attached to ports on terminal servers that use a telnet style interface.  ConMan should be able to directly access each serial port by telnetting to a unique hostname:port.  There shall be no protocol required beyond regular telnet connection establishment and option negotiation; for example, a terminal concentrator which provides a command line interface where a command must be typed to access a particular serial port is not compatible with ConMan.  

3.2.7.5.3 Power Distribution Unit (TR-1)

Each Thunder rack will be equipped with PDU for node power distribution. The PDU will combine node power cords so that two higher amperage cords are required to site the rack. Power cables from nodes to PDU will be provided. The node power cables will fit snugly into both end receptacles and will be of sufficient quality to not become a fire hazard during the 3 year cluster lifetime. Power cables from PDU to LLNL power receptacles will be provided. For CNSU all racks will be configured with two Pulizzi Engineering, Inc. T982G1-N-SL-015 two phase 30 AMP with 12 node plugs and one L14-30P out of the rack plug PDUs or equivalent.  For the FSU racks 0, 1, 2, 3, 4 and 5 will be configured with two Pulizzi Engineering, Inc. T982G1-N-SL-015 two phase 30 AMP with 12 node plugs and one L14-30P out of the rack plug PDUs or equivalent.  For FSU rack 6 one Pulizzi Engineering, Inc. TPC4100-C  three phase 30 AMP with 12 node plugs and one L21-30P out of the rack plug PDU or equivalent will be used.

3.2.7.6 Thunder Rack Cooling (TR-1)

The Offeror will ensure the Thunder racks and cabling do not inhibit the airflow into and out of the compute nodes. 

3.3 Thunder Software Requirements

This section describes the software requirements beyond the Government Furnished Software (GFS) for the Thunder. The software associated with building and installing the Thunder is described in Sections 2.2, 6.3.4, 6.3.5, 6.3.8.

3.3.1 Thunder Peripheral Device Drivers (TR-1)

Offeror will provide Linux drivers for all peripheral devices supplied (i.e., peripheral hardware bid beyond the UFGP) that function with the CHAOS kernel. Offeror will specifically call out and fully disclose any proposed peripheral device drives required with the proposed system including version number and provide system administration or programmers documentation with the proposal.

3.3.2 Kernel Support for Memory Error Detection (TR-2)

The Offeror will modify the Itanium Machine Check Architecture code in the Linux kernel to support the Intel E8870 chipset (Section 3.2.2.7). The Offeror will work with the University to integrate this IMCA code into the CHAOS distribution.  This modification will log all correctable and uncorrectable memory errors to the Linux kernel log facility.  This modification will report the failed or failing FRU (i.e., the exact DIMM location on the motherboard will be indicated in the kernel panic message). This modification will panic the node if the memory subsystem generates an uncorrectable memory error. This modification will provide an appropriate interface to the hardware diagnostics in Section 4.5.2.

3.3.3 Linux Access to Motherboard Sensors (TR-1)

Offeror shall provide a mechanism for sampling motherboard sensor values for power supply voltages, fan speeds, and temperature probes from Linux.  The LM-SENSORS package (http://secure.netroedge.com/~lm78/) is one solution used by the University.  If LM-SENSORS is proposed, Offeror shall provide any needed kernel device drivers under open source license and a correctly calibrated sensors.conf file, including threshold values that adhere to manufacturers specifications, for all node types offered.  If another solution is proposed, it may  be offered under open source license.

3.3.4 Remote Management Software (TR-2)

The Offeror will provide remote management software, beyond that defined in Section 3.3.1, for the remote management of the Thunder Cluster. This may include utilities to capture and monitor BIOS, Linux Console and other node management I/O. It is preferred that any provided software be Open Source.

3.3.4.1 Linux Tool for BIOS Setup (TR-1)

The node BIOS will be delivered with a Linux command line tool to save/restore BIOS setup parameters. This tool will allow individual BIOS parameters to be modified. This tool will be provided to the University under open source license. It is not acceptable to deliver a BIOS setup tool that only works in an operating system other than Linux (e.g., DOS or Windows).

3.3.4.2 Linux Tool for BIOS Upgrade (TR-1)

The node BIOS will be delivered with a Linux command line tool for BIOS upgrade.

The MTD kernel device driver (http://www.linux-mtd.infradead.org) is one solution to this requirement that is already used by the University.  MTD offers a UNIX character device interface to common flash memory technology devices.  On the Thunder system, an MTD based solution would be combined with scripts that safely implement flash/verify functions for the Offeror’s BIOS images.  If this method is proposed, all modifications to the MTD device driver and scripts will be provided to the University under open source license.  If another mechanism to meet this requirement is proposed, then the proposed tool will be offered to the University under open source license.  It is not acceptable to deliver a tool that only works in an operating system other than Linux (e.g., DOS or Windows).

3.3.5 System Diagnostics (TR-2)

See Section 4 for the list of system monitoring and diagnostics required.

3.3.6 IPMI Remote Power Control Daemon (TR-2)

Offeror will deliver software that handles IPMI remote power control over LAN and interfaces with PowerMan software by emulating a scriptable remote power controller via a telnet interface.

End of Section 3
4 Reliability, Availability, Serviceability (RAS) and Maintenance

The Thunder cluster is intended for production usage in the M&IC Open Computing Facility. The University therefore requires that the cluster have highly effective, scalable RAS features and prompt hardware maintenance. 

For hardware maintenance, the strategy is that University personnel will provide on-site, on-call 24(7 hardware failure response. We envision that these hardware technicians and system administrators will be trained by the Offeror to perform on-site service on the provided hardware. For easily diagnosable node problems, University personnel will perform repair actions in-situ by replacing FRUs. For harder to diagnose problems, University personnel will swap out the failing node(s) with on-site hot spare node(s) and perform diagnosis and repair actions in the separate Hot-Spare Cluster (HSC). Failing FRUs or nodes will be returned to the Offeror for replacement. Thus, the University requires an on-site parts cache of all FRUs and a small cluster of fully functional hot-spare nodes of each node type. The Offeror will work with the University to diagnose hardware problems (either remotely or on-site, as appropriate). On occasions, when systematic problems with the cluster are found, the Offeror’s personnel will augment University personnel in diagnosing the problem and performing repair actions.

In order for the very large Thunder cluster to fulfill the mission of providing the capability resource for M&IC, it must be stable from both a hardware and software perspective. The number of failing components per unit time (weekly) should be kept to a minimum. System components should be fully tested and burned in before delivery (initially and as FRU or hot-spare node replacement). In addition, in order to minimize the impact of failing parts, the University must have the ability to quickly diagnose problems and perform repair actions. A comprehensive set of diagnostics that are actually capable of exposing and diagnosing problems are required. It has been our experience that this is a difficult but achievable goal, and the Offeror will need to specifically apply sufficient resources to accomplish it.

Through the LC “HotLine” facility, hardware and software problems will be reported and tracked to solution. Our software strategy is similar to the hardware strategy in that University personnel will diagnose software bugs to determine the failing component. The problem will be handed off to the appropriate organization for resolution. For University supplied system tools, University personnel will fix the bugs. For Offeror-supplied system tools, the Offeror will need to supply problem resolution. For the Linux kernel and associated utilities, the University intends to separately subcontract with Red Hat for Enterprise level support. For QsNet related HW/SW problems, the University intends to separately subcontract with Quadrics for support. For compilers, debugger and application performance analysis tools, the University intends to separately subcontract with the appropriate vendors for support.

4.1 Highly Reliable Management Network (TR-1)

The management Ethernet will be a highly reliable network that does not drop a single node from the network more than once a month. That is, the connection between any Thunder node and the management network will be dropped less than once every 960 months. This is both a hardware and a software (Linux Ethernet device driver) requirement. In addition, the management network will be implemented with connectors on the node mating to the management Ethernet cabling and connectors (Section 3.2.7.4) so that manually tugging or touching the cable at a node or switch does not drop the Ethernet link. The Cisco management Ethernet switches (Section 3.2.7.4) will be configured such that they behave as standard multi-port bridges.  

Each FSU and CNSU Cisco management Ethernet switches and the two service nodes will be connected via one 1Gb/s Ethernet uplink to one of two Cisco Catalyst 3750G-12S 12 port Gb/s Ethernet switch (model number WS-3750G-12S-S) management Ethernet uplink switches. 18 GLC-SX-MM= Fibre GBIC will also be provided with each of the management Ethernet uplink switches. 

4.2 Thunder Node Reliability and Monitoring (TR-2)

The Thunder nodes will have high reliability characteristics such as redundant fans and power supplies. The Thunder nodes will have real-time hardware monitoring, at a specified interval, of system temperature, processor temperature, fan rotation rate, power supply voltages, etc. This node hardware monitoring facility will alert the scalable monitoring software in Section 4.6 via serial console or management network when any monitored hardware parameter falls outside of the specified nominal range. In addition, the system components may provide failure or diagnostic information via the serial console or management network. 
4.3 In Place Node Service (TR-1)

The nodes will be serviceable from within the rack. The node will be mechanically designed to have minimal tool requirements for disassembly. The nodes will be mechanically designed so that complete node disassembly and reassembly can be accomplished in less than 20 minutes by a trained technician.

4.4 Component Labeling (TR-1)

Every rack, Ethernet switch, Ethernet cable, Elan4 switch, Elan4 cable, node, disk enclosure will be clearly labeled with a unique identifier visible from the front of the rack and/or the rear of the rack, as appropriate, when the rack door is open. These labels will be high quality so that they do not fall off, fade, disintegrate, or otherwise become unusable or unreadable during the lifetime of the cluster. Nodes will be labeled from the rear with a unique serial number for inventory tracking. It is desirable that motherboards also have a unique serial number for inventory tracking. This serial number needs to be visible without having to disassemble the node, or else it must be queryable, either from Linux or the BIOS.

4.5 Field Replaceable Unit (FRU) Diagnostics (TR-2)

Diagnostics will be provided that isolate a failure of a Thunder cluster component to a single FRU for the supplied hardware. These diagnostics will run from the Linux command line. The diagnostic information will be accessible to operators through networked workstations.

4.5.1 Node Diagnostics Suite (TR-1)

The Offeror will provide a set of hardware diagnostic programs (a diagnostic suite or diagnostics) for each type of node provided that run from the Linux command line and produce output to STDERR or STDOUT and exit with an appropriate error code when errors are detected. These diagnostics will be capable of stressing the node motherboard components such as processors, chip set, memory hierarchy, on-board networking (e.g., management network), peripheral buses, and local disk drives. The diagnostics will stress the memory hierarchy to generate single and double bit memory errors. The diagnostics will read the hardware single and double bit memory error counters and reset the counts to zero. The diagnostics will stress the local disk in a nondestructive test to generate correctable and uncorrectable read and/or write errors. The diagnostics will read the hardware and/or Linux recoverable I/O error counters and reset the counts to zero. The diagnostics will stress the integer and floating point units in specific processor(s) in serial (i.e., one processor and/or HyperThread, as appropriate, at a time) or in parallel (i.e., multiple processors and/or multiple HyperThreads, as appropriate). The CPU stress tests will bind to a specific processor and/or HyperThread, as appropriate, by command line option, if possible.

4.5.2 Memory Diagnostics (TR-1)

The Linux OS will interface to the Itanium Machine Check Architecture hardware memory error facility specified in Section 3.3.2 to log all correctable and uncorrectable memory errors on each memory FRU. When the node experiences an uncorrectable memory error, the Linux kernel will report the failing memory FRU and panic the node. The Offeror will provide a Linux utility that can scan the nodes and report correctable and uncorrectable memory errors at the FRU level indicating the exact DIMM location on the motherboard where the failing or failed DIMM is located and reset the counters.

4.5.3 Peripheral Component Diagnostics (TR-2)

The Offeror will provide a set of hardware diagnostic programs (a diagnostic suite or diagnostics) for each type of peripheral component provided that run from the Linux command line and produce output to STDERR or STDOUT and exit with an appropriate error code when errors are detected. At a minimum, the diagnostics will test the 1000Base-ST and other provided networking (e.g., Fibre Channel) adapters, RAID device and disks.

4.6 Scalable System Monitoring (TR-2)

There will be a scalable system monitoring capability for the Thunder cluster that has a command line interface (CLI) for scriptable control and monitoring. This facility will directly interface to the node monitoring facility through the serial console or management network and control the node monitoring and diagnostics facilities. All system monitoring information will be centrally collected at intervals set by the system administrator on one of the service nodes. All system monitoring and diagnostics information will be formatted so that “expect scripts” can detect failures. In addition, this facility will be able to launch diagnostics in parallel over the management network across all or part of the cluster, as directed by a system administrator from the Linux command line on one of the service nodes. 

4.7 Hardware Maintenance (TR-1)

The Offeror will supply hardware maintenance for provided components of the proposed Thunder system for a three-year utilization period. University personnel will attempt on-site first-level hardware fault diagnosis and repair actions. Offeror will provide second-level hardware fault diagnosis and fault determination during normal business hours. That is, if the University cannot repair failing components based on-site parts cache, then the Offeror personnel will be required to make on-site repairs. Offeror supplied hardware maintenance response time will be before the end of the next business day from incident report until Offeror personnel perform diagnosis and/or repair work. The proposed system will be installed in a Property Protected Area at the Laboratory and maintenance personnel must obtain DOE P clearances.

4.7.1 On-site Parts Cache (TR-1)

A parts cache (of FRUs and hot spare nodes of each type proposed) at LLNL is required that will be sufficient to sustain necessary repair actions on all proposed hardware and keep them in fully operational status for at least one week without parts cache refresh. That is, the parts cache, based on Offeror’s MTBF estimates for each FRU and the entire system, will be sufficient to perform all required repair actions for one week without the need for parts replacement. The Offeror will propose sufficient quantities of FRUs and hot-spare nodes for the parts cache. The parts cache will be enlarged, at the Offeror’s expense, should the on-site parts cache prove in actual experience to be insufficient to sustain the actually observed FRU or node failure rates. However, at a minimum, the on-site parts cache will include the following fully configured (except for QsNet Elan4 adapter) nodes: ten Tiger4 4U nodes. The Offeror will supply sufficient racks and associated hardware/software to make the HSC a cluster that can run diagnostics on every HSC node over the management Ethernet. In addition, a minimum of twenty of the following parts, if bid: local disk drives, SDRAM DIMM kit for a node, power supplies of each type and fans of each type. One each of the following, if bid: Cyclades ACS-32 SPC, Cisco Catalyst 2950G-48 EL 10/10048 port Ethernet with two GBIC, two Pulizzi Engineering, Inc. T982G1-N-SL-015 two phase 30 AMP with 12 node plugs and any other replicated rack component other than nodes or cables. The University will administer the nodes as a separate HSC in the unclassified environment. The University will store and inventory the HSC and other on-site parts cache components.

4.8 BIOS Support (TR-1)

The Offeror may propose a BIOS support.  The BIOS support may include 24-48 hour problem reporting, root cause analysis and bug fix turn around during cluster integration and one week turn around after acceptance.

4.9 Mean Time Between Failure (MTBF) Calculation

The Offeror will provide the MTBF calculation for each FRU and node type. The Offeror will use these statistics to calculate the MTBF for the provided aggregate Thunder cluster hardware. This calculation will be performed using a recognized standard. Examples of such standards are Military Standard (Mil Std) 756, Reliability Modeling and Prediction, which can be found in Military Handbook 217F, and the Sum of Parts Method outlined in Bellcore Technical Reference Manual 332. In the absence of relevant technical information in the proposal, the University will be forced to make pessimistic reliability, availability, and serviceability assumptions in evaluating the proposal.
End of Section 4
5 Facilities Information

A portion of an existing facility, the main computer floor “pop-out” of B451, will be used for siting the Thunder system (see Figure 1.4‑1). This entire facility has approximately 6,000 ft2 and 1.9 MW of power for the computing system and peripherals and associated cooling available for this purpose in B451. The computer floor is 30” raised floor with 250 psi loading capability. Power will be provided to racks by under floor electrical outlets supplied by the University to Offeror’s specifications. Circuit breakers and PDUs are available in wall panels that can be modified to Offeror’s specifications. All other cables can be laid on the floor over the electrical conduit. Straight point-to-point cable runs can be assumed. The University will provide floor tile cut to Offeror’s specifications. In addition, it is anticipated that the Offeror’s equipment will be placed in adjacent rows so that air intakes in racks from adjacent rows are abutting with Offeror’s specified separations and hot air exhausts in racks from adjacent rack rows are abutting with Offeror’s specified separations. That is, the racks will be placed so that there are HOT and COLD aisle ways between racks with chilled air entering in the COLD isles and warmed air exiting in the HOT aisles.

Currently this facility is being modified for siting Thunder.  The University anticipates the construction work to be completed in the third or fourth week of November 2003.  The siting assumes the following Thunder layout.

 
[image: image8.emf]CNSU40

CNSU41

CNSU42

CNSU43

CNSU44

CNSU45

CNSU46 CNSU50

CNSU51

CNSU52

CNSU53

CNSU54

CNSU55

CNSU56

CNSU30

CNSU31

CNSU32

CNSU33

CNSU34

CNSU35

CNSU36

CNSU20

CNSU21

CNSU22

CNSU23

CNSU24

CNSU25

CNSU26

CNSU60

CNSU61

CNSU62

CNSU63

CNSU64

CNSU65

CNSU66

CNSU70

CNSU71

CNSU72

CNSU73

CNSU74

CNSU75

CNSU76

CNSU80

CNSU81

CNSU82

CNSU83

CNSU84

CNSU85

CNSU86

CNSU90

CNSU91

CNSU92

CNSU93

CNSU94

CNSU95

CNSU96

CNSUA0

CNSUA1

CNSUA2

CNSUA3

CNSUA4

CNSUA5

CNSUA6

CNSUD

0

CNSUD

1

CNSUD

2

CNSUD

3

CNSUD

4

CNSUD

5

CNSUD

6

CNSUC

0

CNSUC

1

CNSUC

2

CNSUC

3

CNSUC

4

CNSUC

5

CNSUC

6

CNSUB

0

CNSUB

1

CNSUB

2

CNSUB

3

CNSUB

4

CNSUB

5

CNSUB

6

CNSUE0

CNSUE1

CNSUE2

CNSUE3

CNSUE4

CNSUE5

CNSUE6

CNSUF0

CNSUF1

CNSUF2

CNSUF3

CNSUF4

CNSUF5

CNSUF6

CNSU00

CNSU01

CNSU02

CNSU03

CNSU04

CNSU05

CNSU06

CNSU10

CNSU11

CNSU12

CNSU13

CNSU14

CNSU15

CNSU16

SW

0

SW

1

SW

2

SW

3

HOT HOT

COLD

HOT

COLD

Thunder Floor Plan

23 teraFLOP/s from 1,024 Tiger4 Nodes

32' x 52'=1,664 ft

2

 and 1.3 MW

HOT

COLD

COLD

Version 8

September 27, 2003

HOT


Figure 4.9‑1: Thunder layout in B451 main computer floor "pop-out".  In this figure, north is up.  Thunder comprises eight rows with two CNSU per row and the two middle row containing the QsNet second level switches.

In Figure 4.9‑1, the rows of nodes are each two CNSU long.  Quadrics is cutting the QsNet Elan4 cables to these lengths.  Other layouts for construction may be supported, but Offeror should contact Quadrics to verify alternative layouts for siting at Offeror’s build site.  In Figure 4.9‑1, the north CNSU in each row have the “switch rack” on the south side.  The south CNSU in each row have the “switch rack” on the north side.  Thus, we are clumping the first level QsNet switches in the center of the rows.  This is done to minimize the distance from the first level QsNet switches to the second level QsNet switches.  The eight QsNet second level switches are located in the center of the layout in the four racks labeled SW0, SW1, SW2 and SW3.  Arrows indicate air flow through the Tiger4 or equivalent nodes (front to back).  Thus, an arrow left to right means that the front of the node is on the left.  In other words, starting on the left of Figure 4.9‑1, Row1 has nodes with front pointing east (front on the right hand side of Row1), Row2 has nodes with front pointing west (front on the left hand side of Row2), and so on in an alternating pattern.  Successive rows have nodes back to back (cold isle), then front to front (hot isle)

5.1 Power Requirements (TR-1)

Actual measurements under load indicate that the Tiger4 node utilizes 5.8 Amps of power in idle mode and 10 Amps of power when running LLNL applications.  Thus, Thunder should draw around 1.0 kW per node or 1.024 mW total for the nodes.  However, if an alternative node is proposed power requirements will be fully disclosed by Offeror at the time of proposal submission. This information will be communicated in the Offeror’s proposal. Offeror will provide for each rack type: the number of kW or kVA required, the number and type of power connections required, and anticipated electrical load. This information will be verified by joint written (e-mail and text files) and telephone conferences between the Offeror and the University no more than three weeks after subcontract award.

5.2 Cooling Requirements (TR-1)

The University is currently modifying B451 to have sufficient computer room air conditioning (CRAC) units on the floor to house Thunder as indicated in Figure 4.9‑1 for Tiger4 nodes.  However, if Offeror proposes an alternative node then cooling requirements will be fully disclosed by Offeror in the proposal. Offeror will provide for each rack type (the number of Btu or tons AC required) and any environmental requirements, such as temperature and/or humidity range requirements. This information will be verified by joint written (e-mail and text files) and telephone conferences between the Offeror and the University no more than three weeks after subcontract award.

5.3 Delivery Requirements (TR-1)

If Offeror has any delivery requirements these will be communicated to the University in the proposal. Thunder will be physically located inside a Limited Access Area in a Vault Type Room (VTR). The University will only provide access to the room to authorized personnel under Authorized Escort.  All on-site personnel will be required to submit applications for access and be approved by standard University procedures prior to entry into this facility.  All on-site personnel will require being DOE P-cleared or P-clearable. RFP responses should indicate if the on-site team has members that are other than US Citizens.  Physical access to this facility by foreign nationals from sensitive countries (www.llnl.gov/expcon/sensitive.html) will not be allowed.  Dialup capability and internet access to the system will be allowed. Authorized individuals may be allowed remote access for running diagnostics and problem resolution.

Unless otherwise indicated in Offeror’s proposal, installation crews will work up to an eight (8) hour day Monday through Friday, 8:00 a.m. to 5:00 p.m. Longer days, differing shift start/end times and/or weekend shifts can be accommodated by the University at Offeror’s request at least one week prior to delivery.

End of Section 5
6 Project Management

The construction, ship testing, delivery, installation, and acceptance testing of the Thunder cluster is a complex endeavor. It is anticipated that this project will require close coordination of University, Quadrics, and the Offeror’s personnel.

6.1 Open Source Development Partnership (TR-2)

The Offeror will provide information on the capabilities of the Offeror to engage in an Open Source development partnership and meet the goals set out in Section 1.7. This information should include Offeror’s financial health; Offeror’s qualifications as a cluster provider; Offeror’s qualifications as an Open Source development organization; cluster product roadmap and comparison to the overall Thunder strategy; the willingness of the Offeror to participate in the Open Source development, with other partners, of key missing HPTC cluster technology components such as scalable parallel file systems and cluster resource scheduling. If the Offeror has technology, such as a scalable parallel file system, cluster management tools, or cluster resource scheduling, that could be contributed to the Open Source community, please indicate that as well in the proposal.

6.2 Project Manager (TR-1)

The Offeror will provide the name and resume of the proposed project manager within the Offeror’s corporation for the proposed activity. This project manager will be approved by the University technical representative. The project manager must be empowered by the Offeror’s corporation to plan and execute the construction, shipment, and installation of the proposed configuration. This must include sufficient personnel and hardware resources within the corporation to assure successful completion of the activity on the proposed schedule.

6.3 Project Milestones

The delivery of the proposed hardware must be accomplished before the end of October 2003. The University plans to transition the Thunder clusters to unclassified operation for full-system science runs within thirty (30) days of delivery. The University plans to run full-system science runs for approximately four months and then transition the Thunder cluster to limited availability (LA) for a small group of M&IC users. The University plans to migrate Thunder to general availability (GA) status within thirty (30) days of LA status. In addition, there is GFE and GFS that must be coordinated. In order to assure the timely execution of these programmatic goals and to make sure both parties understand the timeline, the Offeror will provide the University with a project plan no more than seven days after subcontract award.

6.3.1 Detailed Project Plan (TR-1)

The Offeror will provide a detailed project plan no more than seven days after subcontract award. This project plan will include a Gantt chart with all the project milestones with dates and durations for work activities leading up to the milestones. The Gantt chart will indicate work activity and milestone and organizational dependencies. The Gantt chart will clearly indicate the project’s critical path. At least one level of detail below each of the project milestones showing the work activities leading up to completion of the milestone will be included in the Gantt chart. The project plan will include a written pre-ship test plan and acceptance test plan. The project plan Gantt chart will be a Microsoft Project 2000 data file. The test plans will be Microsoft Word 2000 data files. This milestone is complete when the University approves the project plan.

6.3.2 Early Node Delivery (TR-2)

The Offeror may deliver at least one node of each type up to the full hot spare pool (Section 4.7.1) quickly after subcontract award. In addition, one each of the SPC and RPC solutions (see Section 3.2.7.5) may be provided quickly after subcontract award. This is to provide the University with access to the node technology to work out Thunder software management compatibility and to have an environment with which to build the boot disk image. Offeror will indicate early node delivery date in proposal. This milestone is complete when the nodes are installed on-site at LLNL, booted up, and run the single node threaded LINPACK benchmark successfully for four hours without failure or wrong answers.

6.3.3 UFGP QsNet Elan4 Equipment (TR-1)

The University will provide QsNet switches, cables and adapters to Offeror on or about October 15th. Quadrics technical personnel will be on-site for up to two weeks at Offeror’s cluster build location to help with QsNet installation, stabilization and pre-ship test execution. Please indicate when and where this equipment is required in the proposal. Please indicate when and where the Quadrics technical personnel should travel for QsNet installation, testing and pre-ship test execution in the proposal. This milestone is complete when Offeror acknowledges that all the QsNet Elan4 hardware is at the build location.

6.3.4 Linux Build Image (TR-1)

The Offeror will work with Quadrics and Cluster File Systems, Inc., to determine the Linux based disk image (software set) to install on the Thunder cluster during the Thunder build process. The Offeror may utilize Offeror’s own Linux distribution and (possibly proprietary) tools for this installation, burn-in, and pre-ship test or the Offeror can work with the University and utilize the CHAOS distribution. The University technical representative will approve the Linux Build Image prior to build of the FSU, but it must include the University’s SLURM, Quadrics QsNet device driver, and MPI stack as well as a functional remote console and power management solution, the Kimber Lite High Availability Cluster Infrastructure, Lustre Lite file system and associated kernel modifications and software components (e.g., OpenLDAP, SNMP, XFS). Please indicate in the proposal when this image is required for installation on FSU in the proposal. This milestone is complete when: 1) the University technical representative is able to confirm that Offeror, Quadrics, and Cluster File Systems all agree that the proposed software set will produce a functional FSU and Thunder; 2) the software set installation is confirmed by running LLNL’s Presta MPI bandwidth test (see http://www.llnl.gov/asci/purple/benchmarks/limited/presta/presta.readme.html) on at least two nodes interconnected with Elan4.

6.3.5 FSU Build (TR-1)

The Offeror will build the FSU (Section 3.2.7.2), as bid. The FSU will include at least the 64 nodes (at least four login nodes, at least two fail-over MDS nodes, at least 16 gateway nodes, at least 42 compute nodes) attached to initial FSU UFGP (Lustre MDS disk and OSTs and 64 Quadrics Elan4 HBA and switch). In addition, the FSU will contain the two management nodes (not on the QsNet switch). This milestone is complete when: 1) all FSU hardware is installed, burned-in, and functional (all nodes must be functional, management Ethernet must be functional); 2) the University technical representative confirms that Linux Build Image software set is installed on all FSU nodes; 3) LLNL’s Presta MPI tests run for four hours complete successfully without any performance anomalies; 4) Lustre Lite file system is created and 15 TB of data is written and read without error including MDS fail-over test; 5) remote power and console management demonstrates console traffic and power cycling all the nodes in FSU.

6.3.6 Shipment Criteria (TR-1)

The Offeror will assemble and test the Thunder cluster before shipment. Assembly will include installation of UFGP on the Thunder cluster. Quadrics technical personnel will be on-site at Offeror’s location for up to two weeks to help with QsNet installation, stabilization and acceptance test execution. The University technical representative will authorize shipment based on the successful completion of the pre-ship test. The pre-ship test plan will be mutually agreeable, but will include: 

1. Successfully running with correct results three mixed MPI/OpenMP jobs (sPPM, UMT2K, LINPACK) sequentially or simultaneously across 90% of the 1,002 compute nodes for at least four hours without failure; 

2. Successfully running the LLNL Presta MPI stress test sequentially or simultaneously across 90% of the 1,002 compute nodes for four hours without failure or performance anomalies; and

3. A demonstration that the Management Ethernet is functional, stable, and reliable.

Offeror will be responsible for LINPACK tuning and execution. The University will be responsible for sPPM and UMT2K tuning and execution. Offeror will provide a draft pre-ship test plan with the proposal. The pre-ship test plan draft will include clear test entry and exit criteria as well as a list of testing activities and benchmarks. This milestone is complete when the pre-ship test plan exit criteria are met, the University technical representative authorizes shipment and the equipment leaves the Offeror’s site.

6.3.7 Delivery and Installation (TR-1)

Offeror will deliver and install the Thunder cluster and on-site parts cache in B451. Quadrics technical personnel will be on-site at LLNL for up to two weeks to help with QsNet installation, stabilization and acceptance test execution. Offeror will provide a draft post-ship test plan with the proposal. The post-ship test plan draft will include clear test entry and exit criteria as well as a list of testing activities and benchmarks. The post-ship test plan will be mutually agreeable, but should be similar to the pre-ship test. This milestone is complete when the Thunder cluster and on-site parts cache, as bid, are fully installed at LLNL with final GFE (all the hardware is on-site, accounted for and assembled into an integrated and functioning cluster), the post-ship test plan exit criteria are met, and the Thunder is turned over to the University for configuration prior to Acceptance Testing.

6.3.8 LLNL Linux Build Image Installation (TR-1)

The Offeror will work with University personnel to integrate any hardware specific features (e.g., BIOS flash support, memory error kernel module) and modifications to CHAOS for proposed SPC and RPC solutions. The University will install, with the aid of Offeror personnel, the LLNL Linux Build Image on the Thunder cluster prior to acceptance testing. This milestone is complete when the Thunder meets the acceptance test entry criteria (see Section 6.3.9).

6.3.9 Acceptance Testing (TR-1)

Offeror will provide a draft acceptance test plan with the proposal. The acceptance test plan draft will include clear test entry and exit criteria as well as a list of testing activities and benchmarks. The acceptance test plan will be mutually agreeable, but should be similar to the pre-ship test. As part of the acceptance test, the Offeror and University will repeat the pre-ship test to verify the system is functional. Offeror will be responsible for LINPACK tuning and execution. The University will be responsible for sPPM and UMT2K tuning and execution. In addition, I/O testing to the global file system and external networking devices will be accomplished. The Thunder cluster, as bid, will function according to this SOW as part of the exit criteria of the acceptance test. This milestone is complete when the acceptance test plan exit criteria are met.

End of Section 6
7 Appendix A—Glossary

7.1 General

	Mandatory requirements designated as (MR)
	Mandatory requirements are items that are essential to the University requirements and reflect the minimum qualifications an Offeror must meet in order to have their proposal evaluated further for selection.

	Target Requirements designated as (TR-1, TR-2 and TR-3)
	Each paragraph so labeled deals with features, components, performance characteristics or other properties that is considered a part of the ASCI system but will not be a determining factor of proposal compliance. Target requirements are prioritized by a dash number, TR-1 being the most important. Taken together, the aggregate of the MR and TR-1 requirements form a baseline system. TR-1 targets are as important to the program as mandatory requirements, but not meeting any particular TR-1 target requirement is insufficient to render a proposal as non-responsive. TR-2 targets are second priority after TR-1 requirements. TR-2 requirements are considered goals that boost a minimal baseline system, taken together as an aggregate of MR, TR-1, and TR-2 requirements, into the moderately useful category. TR-3 targets are third priority after TR-2 requirements. TR-3 requirements are considered stretch goals that boost a moderately useful system, taken together as an aggregate of MR, TR-1, TR-2, and TR-3 requirements, into the highly useful category. Thus, the ideal Thunder systems will meet or exceed all MR, TR-1, TR-2, and TR-3 requirements. Target Requirement responses will be considered as part of the evaluation of Technical Proposal Excellence.

	ALC
	ASCI Linux Cluster. A 960 dual Xeon cluster with Quadrics Elan3 interconnect delivered by IBM in December 2003.  Peak of 9.2 teraFLOP/s and 6.586 teraFLOP/s on HPC Linpack benchmark.

	OCF
	Open Computing Facility.  Unclassified simulation environment at LLNL.

	M&IC
	Multiprogrammatic and Institutional Computing. Organization responsible for providing unclassified computing to all programs at the University Lawrence Livermore National Laboratory.

	MCR
	M&IC Capability Resource.  A 1,152 dual Xeon cluster with Quadrics Elan3 interconnect delivered by Linux NetworX in September 2003.  Peak of 11.2 teraFLOP/s and 7.634 teraFLOP/s on HPC Linpack benchmark.

	LLNL
	Lawrence Livermore National Laboratory.

	SCF
	Secure Computing Facility.  Classified simulation environment at LLNL.

	
	


7.2 Hardware

	b
	bit. A single, indivisible binary unit of electronic information.

	B
	Byte. A collection of eight (8) bits.

	32b floating-point arithmetic
	Executable binaries (user applications) with 32b (4B) floating-point number representation and arithmetic. Note that this is independent of the number of bytes (4 our 8) utilized for memory reference addressing.

	32b virtual memory addressing
	All virtual memory addresses in a user application are 32b (4B) integers. Note that this is independent of the type of floating-point number representation and arithmetic.

	64b floating-point arithmetic
	Executable binaries (user applications) with 64b (8B) floating-point number representation and arithmetic. Note that this is independent of the number of bytes (4 our 8) utilized for memory reference addressing.

	64b virtual memory addressing
	All virtual memory addresses in a user application are 64b (8B) integers. Note that this is independent of the type of floating-point number representation and arithmetic. Note that all user applications should be compiled, loaded with Offeror supplied libraries and executed with 64b virtual memory addressing by default.

	CE
	On-site hardware customer engineer performing hardware maintenance with DOE P-clearance.

	Cluster
	A set of SMPs connected via a scalable network technology. The network will support high bandwidth, low latency message passing. It will also support remote memory referencing.

	CNSU
	Compute Node Scalable Unit (CNSU) is the identical replicate unit for compute nodes. 

	CPU
	Central Processing Unit or processor. A VLSI chip constituting the computational core (integer, floating point, and branch units), registers and memory interface (virtual memory translation, TLB, and bus controller).

	CWFS
	Cluster Wide File System. The file system that is visible from every node in the system with scalable performance. This is a synonym for Lustre Lite and supporting I/O infrastructure hardware.

	FLOP or OP
	Floating Point OPeration.

	FLOPS or OPS
	Plural of FLOP.

	FLOP/s or OP/s
	Floating Point OPeration per second.

	FRU
	Field Replaceable Unit (FRU) is an aggregation of parts that is a single unit and can be replaced upon failure.

	FSB
	Front-side bus

	FSU
	Example First Scalable Unit (FSU) build for Thunder.

	GB
	gigaByte. gigaByte is a billion base 10 bytes. This is typically used in every context except for Random Access Memory size and is 109 (or 1,000,000,000) bytes.

	GiB
	gibiByte. gibiByte is a billion base 2 bytes. This is typically used in terms of Random Access Memory and is 230 (or 1,073,741,824) bytes. For a complete description of SI units for prefixing binary multiples see URL: http://physics.nist.gov/cuu/Units/binary.html.

	GFE
	Government Furnished Equipment (GFE) is equipment supplied to the Offeror by the University when Thunder build or installation takes place.

	GFLOP/s or GOP/s
	gigaFLOP/s. Billion (109=1,000,000,000) 64-bit floating point operations per second.

	HSC
	Hot Spare Cluster. A set of nodes on-site at LLNL that can be used as a hot spare pool constructed as a stand alone cluster. This HSC will be used to run diagnostics on failing nodes (after they are swapped out of Thunder) to determine root cause for failures and to potentially test software releases.

	MB
	megaByte. megaByte is a million base 10 bytes. This is typically used in every context except for Random Access Memory size and is 106 (or 1,000,000) bytes.

	MiB
	mebiByte. mebiByte is a million base 2 bytes. This is typically used in terms of Random Access Memory and is 220 (or 1,048,576) bytes. For a complete description of SI units for prefixing binary multiples see URL: http://physics.nist.gov/cuu/Units/binary.html 

	MDS
	Lustre Meta Data Server.  Performs the Lustre file system functions associated with file system layout and name space mapping.

	MFLOP/s or MOP/s
	megaFLOP/s. Million (106=1,000,000) 64-bit floating point operations per second.

	Mpixel
	megapixel. Million (106=1,000,000) pixels.

	Mpolygons
	megapolygon. Million (106=1,000,000) polygon.

	MTBF
	Mean Time Between Failure. A measurement of the expected reliability of the system or component. The MTBF figure can be developed as the result of intensive testing, based on actual product experience, or predicted by analyzing known factors. See URL: http://www.t-cubed.com/faq_mtbf.htm 

	Node
	Two (Tiger2 or equivalent) or four (Tiger4 or equivalent) Intel Itanium2 microprocessors in an SMP configuration with the Linux operating system and possibly local disk.

	OST
	Lustre Object Storage Target.  The hardware and software associated with the Lustre Object Storage Target. OST connect to Thunder via Gb/s Ethernet.

	PDU
	Power Distribution Unit.  Mechanism by which power is distributed to nodes from the higher amperage wall panel.

	Peak Rate
	The maximum number of 64-bit floating-point instructions (add, subtract, multiply or divide) per second that could conceivably be retired by the system. For microprocessors the peak rate is typically calculated as the maximum number of floating point instructions retired per clock times the clock rate.

	Pixel
	The smallest image-forming unit of a video display.

	Polygon
	A closed plane figure bounded by three or more line segments. Aggregations of polygons in three-dimensional space are commonly used in computer visualization as a simplification to represent more complicated (smooth) three-dimensional shapes.

	POST
	Power-On Self Test (POST) is a set of diagnostics that run when the node is powered on to detect all hardware components and verify correct functioning.

	SPC
	Serial Port Concentrator (SPC) is a rack mounted device (that may be combined with the RPC) that connects the serial ports of nodes to the management Ethernet via reverse telnet protocol. This allows system administrators to log into the serial port of every node via the management network and perform management actions on the node. In addition, this interface allows the system administrators to set up telnet sessions with each node and log all console traffic.

	Scalable 
	A system attribute that increases in performance or size as some function of the peak rating of the system. The scaling regime of interest is at least within the range of 1 teraFLOP/s to 60.0 (and possibly to 120.0) teraFLOP/s peak rate.

	SMP
	Shared memory Multi-Processor. A set of CPUs sharing random access memory within the same memory address space. The CPUs are connected via a high speed, low latency mechanism to the set of hierarchical memory components. The memory hierarchy consists of at least processor registers, cache and memory. The cache will also be hierarchical. If there are multiple caches, they will be kept coherent automatically by the hardware. The main memory will be UMA architecture. The access mechanism to every memory element will be the same from every processor. More specifically, all memory operations are done with load/store instructions issued by the CPU to move data to/from registers from/to the memory.

	Tera-Scale
	The environment required to fully support production-level, realized teraFLOP/s performance. This environment includes a robust and balanced processor, memory, mass storage, I/O, and communications subsystems; robust code development environment, tools and operating systems; and an integrated cluster wide systems management and full system reliability and availability.

	TB
	TeraByte. TeraByte is a trillion base 10 bytes. This is typically used in every context except for Random Access Memory size and is 1012 (or 1,000,000,000,000) bytes.

	TiB
	TebiByte. TebiByte is a trillion bytes base 2 bytes. This is typically used in terms of Random Access Memory and is 240 (or 1,099,511,627,776) bytes. For a complete description of SI units for prefixing binary multiples see URL: http://physics.nist.gov/cuu/Units/binary.html 

	TFLOP/s
	teraFLOP/s. Trillion (1012=1,000,000,000,000) 64-bit floating point operations per second.

	UMA
	Uniform Memory Access architecture. The distance in processor clocks between processor registers and every element of main mem​ory is the same. That is, a load/store operation has the same latency, no matter where the target location is in main memory.

	UFGP
	University Furnished Government Property.


7.3 Software

	32b executable
	Executable binaries (user applications) with 32b (4B) virtual memory addressing. Note that this is independent of the number of bytes (4 or 8) utilized for floating-point number representation and arithmetic.

	64b executable
	Executable binaries (user applications) with 64b (8B) virtual memory addressing. Note that this is independent of the number of bytes (4 or 8) utilized for floating-point number representation and arithmetic. Note that all user applications should be compiled, loaded with Offeror supplied libraries and executed with 64b virtual memory addressing by default.

	API

(Application Programming Interface)
	Syntax and semantics for invoking services from within an executing application. All APIs will be available to both Fortran and C programs, although implementation issues (such as whether the Fortran routines are simply wrappers for calling C routines) are up to the supplier.

	BIOS
	Basic Input-Output System (BIOS) is low level (typically assembly language) code usually held in flash memory on the node that tests and functions the hardware upon power-up or reset or reboot and loads the operating system.

	Current standard
	Term applied when an API is not “frozen” on a particular version of a standard, but will be upgraded automatically by Offeror as new specifications are released (e.g., “MPI version 2.0” refers to the standard in effect at the time of writing this document, while “current version of MPI” refers to further versions that take effect during the lifetime of this subcontract.

	Fully supported
(as applied to system software and tools)
	A product-quality implementation, documented and maintained by the HPC machine supplier or an affiliated software supplier.

	Gang Scheduling
	When a user job is scheduled to run, the Gang scheduler must contemporaneously allocate to CPUs all the threads and processes within that job (either within an SMP or within the cluster of SMPs). This scheduling capability must control all threads and processes within the SMP cluster environment.

	GFS
	Government Furnished Software (GFS) is software supplied to the Offeror by the University when Thunder build or installation takes place.

	Job
	A job is a cluster wide abstraction similar to a POSIX session, with certain characteristics and attributes. Commands will be available to manipulate a job as a single entity (including kill, modify, query characteristics, and query state). The characteristics and attributes required for each session type are as follows: 1) interactive session: an interactive session will include all cluster wide processes executed as a child (whether direct or indirect through other processes) of a login shell and will include the login shell process as well. Normally, the login shell process will exist in a process chain as follows: init, inetd, [sshd | telnetd | rlogind | xterm | cron], then shell. 2) batch session: a batch session will include all cluster wide processes executed as a child (whether direct or indirect through other processes) of a shell process executed as a child process of a batch system shepherd process, and will include the batch system shepherd process as well. 3) ftp session: an ftp session will include an ftpd and all its child processes. 4) kernel session: all processes with a pid of 0. 5) idle session: this session does not necessarily actually consist of identifiable processes. It is a pseudo-session used to report the lack of use of resources. 6) system session: all processes owned by root that are not a part of any other session.

	LinuxBIOS
	An implementation of Linux stored in the node BIOS. This allows nodes to boot from BIOS flash ROM in less than thirty seconds. See http://www.linuxbios.org. 

	Lustre

Lustre Lite
	Lustre and Lustre Lite are cluster wide file systems based on object technology. See www.lustre.org for more details.

	MPI
	Message Passing Interface Version 1.2 or later. See, for example, http://www-unix.mcs.anl.gov/mpi/mpich/, or

http://www.mpi-forum.org/docs/mpi-20-html/mpi2-report.html 

	Published

(as applied to APIs):
	Where an API is not required to be consistent across platforms, the capability lists it as “published,” referring to the fact that it will be documented and supported, although it will be Offeror- or even platform-specific.

	Single-point control
(as applied to tool interfaces)
	Refers to the ability to control or acquire information on all processes/PEs using a single command or operation.

	Standard
(as applied to APIs)
	Where an API is required to be consistent across platforms, the reference standard is named as part of the capability. The implementation will include all routines defined by that standard (even if some simply result in no-ops on a given platform).

	XXX-compatible

(as applied to system software and tool definitions)
	Requires that a capability be compatible, at the interface level, with the referenced standard, although the lower-level implementation details will differ substantially (e.g., “NFSv4-compatible” means that the distributed file system will be capable of handling standard NFSv4 requests, but need not conform to NFSv4 implementation specifics).


End of Section 7
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